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Abstract

We study the asymptotic behavior of ground states of quasilinear elliptic problems with two

vanishing parameters. Thanks to an additional (fixed) parameter, we show that two different

critical exponents play a crucial role in the asymptotic analysis, giving an explanation of the

phenomena discovered in Gazzola et al. (Asymptotic behavior of ground states of quasilinear

elliptic problems with two vanishing parameters, Ann. Inst. H. Poincaré Anal. Non Linéaire,

to appear) and Gazzola and Serrin (Ann. Inst. H. Poincaré Anal. Non Linéaire 19 (2002) 477).
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1. Introduction

Let Dmu ¼ divðjrujm�2ruÞ denote the degenerate m-Laplace operator and let

m� ¼ nm

n � m

be the critical Sobolev exponent for the embedding D1;mðRnÞCLm� ðRnÞ: In this
paper, we study the asymptotic behavior of ground states of the quasilinear elliptic
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equations

�Dmu ¼ �duq�1 þ up�1 in Rn; ð1:1Þ

where d40; n4m41 and 1oqopom�: Here and in the sequel, by a ground state we

mean a C1ðRnÞ nonnegative nontrivial radial distribution solution of (1.1) vanishing
at infinity.

We know from [6,12] that (1.1) admits a unique ground state for all d; p; q in the
given range. On the contrary, if either p ¼ m� and d40 or d ¼ 0 and pAðq;m�Þ then
(1.1) admits no ground states, see [9,10]. Finally, if both d ¼ 0 and p ¼ m�; then (1.1)
becomes

�Dmu ¼ um��1 in Rn ð1:2Þ

and (1.2) admits the one-parameter family of positive ground states (see [14]) given
by

UdðxÞ ¼ d½1þ Dðd
m

n�mjxjÞ
m

m�1
�
n�m

m ðd40Þ ð1:3Þ

with D ¼ Dm;n ¼ ðm � 1Þ=ðn � mÞn
1

m�1 and Udð0Þ ¼ d:
Our purpose is to study the behavior of ground states of (1.1) in these limiting

situations, namely when pmm� and/or dk0:Note that the case q ¼ m is also somehow
a limit case since if qom then the ground state of (1.1) has compact support,
whereas if qXm it remains positive on Rn; see [3]. And precisely in the case q ¼ m;
this behavior has been determined in [4,5] where a new phenomenon was highlighted:
an unexpected ‘‘discontinuous’’ dependence of the behavior on the parameters m

and n was found. In order to better understand this phenomenon, we introduce
here the additional free parameter q: And indeed, our results shed some light on
this strange behavior and we may attempt some explanations. The new parameter q

allows us to interpret the above-mentioned discontinuous dependence in terms
of two critical exponents. We will show that in the description of the asym-
ptotic behavior of ground states of (1.1) a crucial role is played by the two
numbers

mR ¼ nðm � 1Þ
n � m

; m� ¼
mðn � 1Þ

n � m

which satisfy

1omRom�om�:

Note that mR ¼ m� � 1 and that mR � m has the same sign as m2 � n:
It is well-known that the best Sobolev constant S in the inequality for the

embedding D1;mðOÞCLm� ðOÞ is independent of the domain O and that it is not
attained if OaRn: In fact, if O is bounded more can be said, a so-called remainder
term appears. In [1], it is shown that for any bounded domain OCRn and any
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1pqomR there exists an optimal constant C ¼ CðO; qÞ40 such that

jjrujjmLmðOÞXSjjujjmLm� ðOÞ þ CjjujjmLqðOÞ

and CðO; qÞ-0 as q-m�
R : For this reason, we call mR the critical remainder

exponent.
The number m� is called Serrin’s exponent, see [11]. It is shown independently in

[8,13] that the inequality �DmuXup�1 (where p41) admits a nonnegative nontrivial
solution if and only if p4m�:

In Theorem 1, we show that Serrin’s exponent m� is also the borderline between

existence and nonexistence for the ‘‘coercive’’ problem DmW ¼ W q�1: More
precisely, we prove that this equation admits a (unique) nonnegative radial solution
on Rn

\f0g which blows up at the origin like the fundamental solution if and only if
qom�: The nonexistence statement for qXm� is a consequence of removable
singularities [15].

Then, we start our asymptotic analysis by maintaining d40 fixed and letting
pmm�: In Theorems 2 and 3 we show that the ground state u of (1.1) converges to a
Dirac measure having mass at the origin and that uð0Þ blows up with different rates
when q4mR; q ¼ mR and qomR: This fact is strictly related to the Lq summability of
the functions Ud in (1.3) which fails precisely if qpmR: As already mentioned, if
qom then the ground state of (1.1) has compact support (a ball); in Theorem 4,
we show that the radius of the ball tends to 0 as pmm� and we give the precise
rate of its extinction. Once more, the critical exponents mR and m� play a major
role. In Theorem 5, we rescale in a suitable fashion the ground state u and we

show that the rescaled function converges to the solution W of the problem DmW ¼
W q�1 previously determined in Theorem 1: since W is nontrivial only if qom�;
this gives a further different behavior of the ground state according to the sign of
q � m�:

Our asymptotic analysis is continued by maintaining p fixed and letting dk0: In
Theorem 6, we prove that in such a case u-0 uniformly in Rn and we determine the
precise rate of convergence; moreover, when u is compactly supported (i.e. qom) we
show that the radius of the ball supporting it diverges to infinity. This means that the
ground state spreads out as dk0: Since this behavior is somehow opposite to the
concentration phenomenon obtained when pmm� it is natural to inquire what
happens when both dk0 and m� � pk0 (this justifies the title of the paper). In
Theorem 7, we show that if this occurs at a suitable ‘‘equilibrium behavior’’ d ¼
dðm� � pÞ then the ground state does not concentrate nor spread out, it converges
uniformly in Rn to one of the functions Ud in (1.3). The rate of this equilibrium
behavior depends on the sign of q � mR:

Some of our statements are obtained by adapting the proofs in [4,5] while some
others (as Theorem 1, Theorem 4, Theorem 5 and the second part of Theorem 6) are
based on new ideas. Furthermore, we emphasize once more that our study for
general q gives a complete picture of the phenomenon thanks to the critical
exponents mR and m�:
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2. Main results

Throughout the paper, we define r ¼ jxj: Thanks to the rescaling,

vðxÞ ¼ d
� 1

p�q u
x

d
p�m

mðp�qÞ

 !

we have that u is a ground state of (1.1) if and only if v is a ground state of the
equation

�Dmv ¼ �vq�1 þ vp�1 in Rn: ð2:1Þ

Therefore, when d40 is fixed, we may restrict our attention to (2.1).
Consider first the auxiliary problem obtained by deleting the largest power term in

(2.1):

DmW ¼ W q�1 in Rn
\f0g ð2:2Þ

supplemented with the ‘‘boundary’’ conditions

lim
x-0

jxj
n�m
m�1WðxÞ ¼ Am;n; ð2:3Þ

lim
jxj-N

WðxÞ ¼ 0; ð2:4Þ

where Am;n ¼ D�n�m
m and D ¼ Dm;n is defined in (1.3). We have

Theorem 1. Let n4m41:
(i) If qXm� then (2.2)–(2.3) has no solution.
(ii) If moqom� then (2.2)–(2.3) admits a unique nonnegative radial solution Wq:

Moreover, WqðrÞ40 in ð0;NÞ and WqðrÞ ¼ Oðr�
m

q�mÞ as r-N:

(iii) If 1oqpm then (2.2)–(2.4) admits a unique nonnegative radial solution Wq:

Moreover, if q ¼ m then WqðrÞ40 on ð0;NÞ and there exists n40 such that WqðrÞ ¼
Oðe�nrÞ as r-N; while if qom then Wq has compact support.

The nonexistence result for qXm� is essentially due to Vázquez–Veron [15]. On the
other hand, statements (ii) and (iii) in Theorem 1 require a fairly complicated proof,
involving new ideas which may be of some interest also independently of our context.
Clearly, Theorem 1 is true also if Am;n in (2.3) is replaced by any other positive

constant, see the rescaling (4.33).
Note that when qomR; Theorem 1 states that the following constant is well-

defined:

Im;n;q ¼
Z

N

0

rn�1W q
q ðrÞ dr: ð2:5Þ
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Also recall that the beta function Bð; Þ is defined by

Bða; bÞ ¼
Z

N

0

ta�1

ð1þ tÞaþb
dt a; b40:

We then introduce the following constants:

bm;n;q ¼ m�

q
ðm� � qÞ

Bðnðm�1Þ
m

; n�m
m
ðq � mRÞÞ

Bðnðm�1Þ
m

; n
m
Þ

ðq4mRÞ; ð2:6Þ

mm;n ¼ nm2

ðn � mÞ2ðm � 1Þ
1

Bðnðm�1Þ
m

; n
m
Þ
; ð2:7Þ

gm;n;q ¼ m�

q
ðm� � qÞ m

m � 1
D

nðm�1Þ
m

Im;n;q

Bðnðm�1Þ
m

; n
m
Þ

ðqomRÞ; ð2:8Þ

where D ¼ Dm;n is defined in (1.3).

With these constants we describe the asymptotic behavior of the solution u of (2.1)
at the origin when p-m�:

Theorem 2. For all 1oqopom�; let u be the unique ground state of (2.1). Then,
writing e ¼ m� � p; we have

lim
e-0

e½uð0Þ
m
��q ¼ bm;n;q if q4mR;

lim
e-0

e
j ln ej½uð0Þ


n
n�m ¼ mm;n if q ¼ mR;

lim
e-0

e½uð0Þ

m��q
m��q ¼ gm;n;q if qomR; ð2:9Þ

where the constants bm;n;q; mm;n and gm;n;q are defined in (2.6), (2.7) and (2.8),

respectively.

Note that at the ‘‘turning point’’ q ¼ mR we have m��q
m��q

¼ m� � q ¼ n
n�m

: Moreover,

bm;n;q-N as qkmR and gm;n;q-N as qmmR:

Theorem 3 asserts that u concentrates at x ¼ 0: We state this fact in more details as

Theorem 3. For all 1oqopom�; let u be the unique ground state of (2.1). Then,
writing e ¼ m� � p; there exist nm;n40 and Cm;n40 depending only on m; n such that

lim
e-0

Z
Rn

um� ðxÞ dx ¼ nm;n; lim
e-0

Z
Rn

jruðxÞjm dx ¼ nm;n;
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lim
e-0

½uð0Þum�1ðxÞ
pCm;njxjm�n 8xa0;

lim
e-0

½uð0ÞjruðxÞjm�1
p n � m

m � 1

� �m�1

Cm;njxj1�n 8xa0:

These facts imply that

um�
-nm;nd0 and jrujm-nm;nd0 as e-0

in the sense of distributions; here d0 is the Dirac measure concentrated at x ¼ 0:

If qom; then the unique ground state of (2.1) has compact support; in the next
statement, we give an asymptotic estimate of its support as p-m�: note that momR

if and only if nom2:

Theorem 4. For all 1oqomopom� let u be the unique ground state of (2.1). Then,

writing e ¼ m� � p and supp ðuÞ ¼ Brð0Þ we have r-0 as e-0: To be more precise we

have the following estimates:

C1p lim inf
e-0

r e
q�m

ðm��qÞðm��qÞðn�mÞp lim sup
e-0

r e
q�m

ðm��qÞðm��qÞðn�mÞoþN if q4mR;

C2p lim inf
e-0

r
j ln ej
e

� � n�m2

nðn�mÞ
p lim sup

e-0

r
j ln ej
e

� � n�m2

nðn�mÞ
oþN if q ¼ mR;

C3p lim inf
e-0

r e
q�m

ðm��qÞðn�mÞp lim sup
e-0

r e
q�m

ðm��qÞðn�mÞoþN if qomR;

where C1;C2;C340 are constants depending only on m; n; q:

Our next result gives the asymptotic behavior of the ground state u of (2.1)
‘‘outside the origin’’ when p-m�: We introduce the constant

kq :¼ 1

ðn � mÞðm� � qÞ 8qom� ð2:10Þ

and we state

Theorem 5. For all 1oqopom� let u be the unique ground state of problem (2.1).
Then, writing a ¼ uð0Þ and e ¼ m� � p; we have

(i) If 1oqom�; then

lim
e-0

amkq uðaðq�mÞkq rÞ ¼ WqðrÞ 8r40; ð2:11Þ

where Wq is the unique nonnegative radial solution of (2.2)–(2.4), see Theorem 1.
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(ii) If m�pqom�; then

lim
e-0

amkuðaðq�mÞkrÞ ¼ 0 8r40 8kAR: ð2:12Þ

Now we change notations: we denote by v the unique ground state of (2.1) and set

b ¼ vð0Þ: ð2:13Þ

By the already mentioned existence and uniqueness results for (2.1), b is a well-
defined function of the four parameters m; n; p and q: If qom then the support of v is
a closed ball centered at the origin (see [3] and Proposition 2 below), so that we can
put

supp ðvÞ ¼ BRð0Þ: ð2:14Þ

Then the following result holds

Theorem 6. For all d40; let u be the unique ground state of (1.1) with 1oqopom�;

let v be the unique ground state of (2.1) and let b be as in (2.13). Then uð0Þ ¼ d
1

p�qb and

for any p fixed and xa0 we have

uðxÞ ¼ uð0Þ � m � 1

m

bp�1 � bq�1

n

� � 1
m�1

d
p�1

ðp�qÞðm�1Þjxj
m

m�1

þ oðd
p�1

ðp�qÞðm�1ÞÞ as d-0: ð2:15Þ

Moreover, if qom; then

supp ðuÞ ¼ Brð0Þ; ð2:16Þ

where r ¼ Rd
� p�m

mðp�qÞ and R as in (2.14).

Remark 1. In some cases (e.g. if qpm or m� � p is small enough) by arguing as in [5,

Theorem 1] we see that if c ¼ nðp�mÞ
m

; there exists a positive constant am;n;p;q

independent of d such thatZ
Rn

ucðxÞ dx ¼ am;n;p;q 8d40:

This gives an idea of the way the convergence u-0 occurs.

In our last statement we determine an equilibrium behavior in such a way that uð0Þ
remains bounded away from 0 and infinity when both p-m� and d-0:

ARTICLE IN PRESS
A. Ferrero, F. Gazzola / J. Differential Equations 198 (2004) 53–90 59



Theorem 7. Let d40 and for all 1oqopom�; let u be the unique ground state of

problem (1.1). Let bm;n;q; mm;n and gm;n;q be as in (2.6), (2.7) and (2.8), respectively.

Then, writing e ¼ m� � p and taking

d ¼ dðeÞ ¼

dm��q b�1
m;n;q e if q4mR;

dm��qm�1
m;n

e
j ln ej if q ¼ mR;

dm��q gq�m�
m;n;q em��q if qomR;

8>>><
>>>:

we have

uð0Þ-d; u-Ud as e-0

uniformly on Rn; where Ud is the function defined in (1.3).

3. Preliminary results

In radial coordinates, Eq. (2.1) becomes

ðju0jm�2
u0Þ0 þ n � 1

r
ju0jm�2

u0 � uq�1 þ up�1 ¼ 0;

u0ð0Þ ¼ 0;

lim
r-N

uðrÞ ¼ 0:

8>>><
>>>:

ð3:1Þ

We first recall a known result:

Proposition 1. For all 1oqopom�; problem (3.1) admits a unique solution u: Such a

solution obeys the following Pohožaev-type identity

Z
N

0

1� m�

q

� �
uqðrÞ þ m�

p
� 1

� �
upðrÞ

� 
rn�1 dr ¼ 0: ð3:2Þ

Proof. Existence is proved in [6], see also [2]. Uniqueness is proved in [12]. The
Pohožaev-type identity is proved in [9], see also Proposition 3 in [5]. &

We now describe the asymptotic behavior at infinity of the solution of (3.1). In the
following statement we collect a number of known results. Only (iv) seems to be new:
it improves (iii) when qom� and it plays an important role in what follows.

Proposition 2. Assume that 1oqopom�:
(i) If qom; then the unique solution of (3.1) has compact support in ½0;NÞ:
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(ii) If q ¼ m; then the unique solution u of (3.1) satisfies u40 and

uðrÞpme�nr; ju0ðrÞjpme�nr; ju00ðrÞjpme�nr 8rX0 ð3:3Þ

for some constants m; n40:
(iii) If q4m; then the unique solution u of (3.1) satisfies u40 and

r
mðn�1Þ
qðm�1ÞuðrÞ-0 as r-N: ð3:4Þ

(iv) If moqom�; then the unique solution of (3.1) also satisfies

(C;R40; uðrÞpCr
� m

q�m 8rXR ð3:5Þ

and

rn�1ju0ðrÞjm�1-0 as r-N: ð3:6Þ

Proof. Part (i) is an immediate consequence of Proposition 1.3.1 in [3]. For the proof
of part (ii) see Theorem 8 in [5]. Part (iii) can be obtained using the limits at p. 184 in
[9]. It remains to prove part (iv). To the solution u of (3.1) we associate the energy
function

EðrÞ :¼ m � 1

m
ju0ðrÞjm � 1

q
uqðrÞ þ 1

p
upðrÞ r40 ð3:7Þ

which satisfies EðrÞ40 for all rX0; see Proposition 2 in [5]. Since uðrÞ-0 as r-N;

for any r40 there exists %R40 such that uðrÞpr for any rX %R: Choose r so that
sq

q
� sp

p
X

sq

2q
for all 0ospr; then, by positivity of E; we have

m � 1

m
ju0ðrÞjm41

q
uqðrÞ � 1

p
upðrÞX 1

2q
uqðrÞ 8rX %R:

Hence, recalling that u0o0 in view of [6, Theorem 1], we obtain

� u0ðrÞ

u
q
mðrÞ

X
m

2qðm � 1Þ

� �1
m

8rX %R:

Integrating this inequality over the interval ð %R; rÞ; we obtain

q

m
� 1

� ��1

ðu1�q
mðrÞ � u1�q

mð %RÞÞX m

2qðm � 1Þ

� �1
m

ðr � %RÞ
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and hence there exist constants C40 and R4 %R such that

uðrÞp m

2qðm � 1Þ

� �1
m q

m
� 1

� �
ðr � %RÞ þ u1�q

mð %RÞ

2
4

3
5
� m

q�m

pCr
� m

q�m 8rXR:

which proves (3.5). In order to prove (3.6), recall that by [9, Lemma 5.1] the limit
exists. Suppose for contradiction that

lim
r-N

rn�1ju0ðrÞjm�140:

Then, by using de l’Hopital rule and the fact that qom�; we infer

lim
r-N

uðrÞ

r
� m

q�m

¼ q � m

m
lim

r-N

r
q

q�m ju0ðrÞj ¼ þN

which contradicts (3.5). &

Note that, taking into account (3.6) and integrating (3.1) (in divergence form) over
½0;NÞ yields Z

N

0

rn�1uq�1ðrÞ dr ¼
Z

N

0

rn�1up�1ðrÞ dr: ð3:8Þ

In the remaining part of this section, we follow closely the approach in [5]. We just
briefly recall the basic points. From now on we denote

e :¼ m� � p:

Using Proposition 1, we see that if u is the unique solution of (3.1), then

a :¼ uð0Þ4 ðm� � qÞðm� � eÞ
eq

� � 1
p�q

since otherwise the left-hand side of (3.2) would be strictly negative. Clearly, the
previous inequality implies that

lim
e-0

a ¼ þN ð3:9Þ

and

o :¼ eap�q
X
ðm� � qÞðm� � eÞ

q
8eAð0;m� � qÞ: ð3:10Þ

Let u be the unique solution of (3.1) and consider the function y ¼ yðrÞ defined by

yðrÞ ¼ 1

a
uða�

p�m
m rÞ ð3:11Þ
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so that y is the unique solution of the problem

ðjy0jm�2
y0Þ0 þ n � 1

r
jy0jm�2

y0 � Zyq�1 þ yp�1 ¼ 0 ðr40Þ;

yð0Þ ¼ 1; y0ð0Þ ¼ 0

8<
: ð3:12Þ

with Z ¼ aq�p: By (3.9), we immediately deduce that Z-0 as e-0:
Consider the function

zðrÞ ¼ ð1þ ð1� ZÞ
1

m�1Dr
m

m�1Þ�
n�m

m 8rX0; ð3:13Þ

where D is the constant defined in (1.3). Then z solves the equation

ðjz0jm�2
z0Þ0 þ n � 1

r
jz0jm�2

z0 þ ð1� ZÞzm��1 ¼ 0:

Moreover, if Am;n ¼ D�n�m
m ; then z satisfies

zðrÞB Am;n

ð1� aq�pÞ
n�m

mðm�1Þ
r�

n�m
m�1 as r-N: ð3:14Þ

In the spirit of [7], we establish an important comparison result:

Lemma 1. Let y be the unique solution of (3.12) and let z be as in (3.13), then

yðrÞozðrÞ 8r40:

Proof. It follows closely the proof of [5, Lemma 1]. One has just to be careful when
dealing with compact support solutions, namely in the case qom: &

In the sequel, we sometimes consider the functions y ¼ yðrÞ and z ¼ zðrÞ to be
defined on Rn; that is, y ¼ yðxÞ and z ¼ zðxÞ: In particular, the function y solves the
partial differential equation

�Dmy ¼ �Zyq�1 þ yp�1; Z ¼ aq�p: ð3:15Þ

We introduce the two constants (depending on e):

C1 ¼ C1ðeÞ ¼
e

m� � q

� � e
p�q

; C2 ¼ C2ðeÞ ¼
C1

1� Z

� � 1
m�1

: ð3:16Þ

Arguing as in [5] we establish:

Lemma 2. Let u be the solution of (3.1), y as in (3.11), z as in (3.13), then:

(i) sp�1 � Zsq�1pC1aesm��1 for all s40 and lime-0 C1 ¼ 1

ARTICLE IN PRESS
A. Ferrero, F. Gazzola / J. Differential Equations 198 (2004) 53–90 63



(ii) yðrÞ4C2a
e

m�1zðrÞ � ðC2a
e

m�1 � 1Þ for all r40; lime-0 C2 ¼ 1 and C2a
e

m�141:
(iii) For all r40 we have

0oz a
p�m

m r
� �

� 1

a
uðrÞocejln ej; lim

e-0
½a

1
m�1ju0ðrÞj
pn � m

m � 1
Am;n r�

n�1
m�1: ð3:17Þ

(iv) There exist c24c140 (depending only on m; n; q) such that

c1o
Z
Rn

ypðxÞ dxp
Z
Rn

yqðxÞ dxpc2o
Z
Rn

ypðxÞ dx:

(v) There exists C40 (depending only on m; n) such that

Z
Rn

ypðxÞ dxXðCaeÞ�
n�m

m and

Z
Rn

jryðxÞjm dxXðCaeÞ�
n�m

m :

Proof. (i) It follows after some computations of differential calculus.
(ii) It follows by using (i), see [5, Lemma 2].
(iii) The proof of the first of (3.17) can be obtained by Lemma 1, the rescaling

(3.11) and following the same lines used to obtain (49) and (59) in [5]. The second
estimate in (3.17) can be obtained in the same way as in the proof of Theorem 3
in [5].

(iv) See [5, Lemma 3] and also Proposition 1.
(v) It follows by using (i), see [5, Lemma 4]; here C is the best Sobolev constant for

the inequality of the embedding D1;mCLm�
: &

We now distinguish two cases according to whether the function z defined in (3.13)

satisfies zALqðRnÞ or not. Since zðxÞEjxj�ðn�mÞ=ðm�1Þ as jxj-N; the first case occurs
when q4mR:

3.1. The case q4mR

This case is somehow simpler: we establish

Lemma 3. Let q4mR; then

lim
e-0

ae ¼ 1 ð3:18Þ

and there exists K40 (depending only on n;m; q) such that o ¼ eap�qpK for all

sufficiently small e:

Proof. As q4mR (i.e. zALq), by Lemma 1 we get a uniform upper bound
for jjyjjq; provided e is sufficiently small. This, together with Lemma 2(iv) and
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(v), yields

e am��q�en
mpC: ð3:19Þ

This inequality proves (3.18), see also [5, Lemma 5] for the details.
In turn, using (3.19) and (3.18) we obtain

o ¼ eam��q�e ¼ eam��q�en
m ae

n�m
m pK

and the proof is complete, see also [5, Lemma 6]. &

3.2. The case qpmR

In this case, zeLq and the situation is more difficult. To compensate the
nonsummability of z; we will consider an exponent c ¼ cðeÞ larger than mR and
convergent to it when e-0: The next statement is the extension of [5, Lemma 7] to
our context:

Lemma 4. Suppose that qpmR; then there exists K1 ¼ K1ðm; n; qÞ40; such that

ea
m��q
m��qpK1jln ej

1
m��q:

Proof. Let c ¼ cðeÞ4mR to be determined later. Then, by (3.13), zALcðRnÞ: Hence,

by Lemma 1, there exists d̂ ¼ d̂ ðcÞ40 such thatZ
Rn

ycðxÞ dxpd̂oN; ð3:20Þ

moreover, after some calculations one sees that

d̂ ðcÞ ¼ O
1

c� mR

� �
as ckmR: ð3:21Þ

By Lemma 2(iv) and (v), we haveZ
Rn

yqðxÞ dxXCoa�en�m
m : ð3:22Þ

On the other hand, y ¼ yðrÞ solves the ordinary differential equation

ðrn�1jy0ðrÞjm�1Þ0 ¼ rn�1ð�Zyq�1ðrÞ þ yp�1ðrÞÞ ðr40Þ:

If we integrate it over ð0;NÞ; then the left-hand side vanishes: indeed, the boundary
term obviously vanishes at r ¼ 0 while it vanishes at infinity because y has compact
support (if qom) or because of (3.6) and (3.11) (if qXm). Therefore, returning to
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cartesian coordinates and recalling Lemma 1, we findZ
Rn

yq�1ðxÞ dx ¼ ap�q

Z
Rn

yp�1ðxÞ dxpCap�q; ð3:23Þ

here we used the fact that zALp�1ðRnÞ if eom=ðn � mÞ:
As qpmRoc; we have W :¼ ðc� q þ 1Þ�1Að0; 1Þ; then, using Hölder inequality,

we obtain

Z
Rn

yqðxÞ dxp
Z
Rn

yq�1ðxÞ dx

� �1�W Z
Rn

ycðxÞ dx

� �W

: ð3:24Þ

Now we choose

c ¼ m � 1

1� jln ej�1

n

n � m
� 1

jln ej

� �
;

with this choice, c4mR whenever jln ej41: Then, after some calculations we have

W ¼ ðc� q þ 1Þ�1 ¼ 1

m� � q
þ O

1

jln ej

� �
as e-0 ð3:25Þ

and

1

c� mR

¼ n � m

mðm � 1Þ ðjln ej � 1Þ: ð3:26Þ

Combining (3.20)–(3.24) and (3.26) yields

eaðp�qÞW�en�m
m pcjln ejWpcjln ej

1
m��q

and therefore, by (3.25), we have

ea
m��q
m��q

þOð 1
jln ejÞpcjln ej

1
m��q:

Moreover, for e small enough, we have

apC
jln ej

1
m��q

e

0
@

1
A

2
m��q
m��q

and hence a
jOð 1

jln ejÞj is bounded and this completes the proof of the lemma. &

We seek a more precise estimate on the function C3 ¼ C3ðeÞ: By Lemma 4 and the
fact that a41; (3.18) follows again, namely

lime-0 ae ¼ 1 8qAð1;m�Þ; ð3:27Þ
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hence, (5.1) still holds and C3-1 as e-0: After an easy calculation, one finds that
the function C1 ¼ C1ðeÞ defined in (3.16), satisfies C1p1þ cejln ej for some constant
c40 depending only on m; n; q: Moreover by (3.10) we have Zoce and hence also the
function C2 ¼ C2ðeÞ defined in (3.16) satisfies C2p1þ cejln ej: Finally,

1oC3 ¼ C2a
e

m�1p1þ cejln ej: ð3:28Þ

for e small enough. Let R be the unique value of r such that zðrÞ ¼ nejln ej where n40
is a sufficiently large constant, see below. By Lemma 2(ii) and (3.28), we have

yðrÞ4C3zðrÞ � ðC3 � 1Þ zðrÞ
zðRÞ4 1� C3 � 1

nejln ej

� �
zðrÞX 1� c

n

� �
zðrÞ 8rA½0;R
:

Then, fixing n large enough, we infer

yðrÞX1
2

zðrÞ 8rA½0;R
: ð3:29Þ

The next lemma shows a different behavior of the parameter o ¼ eap�q when
compared to the case q4mR where o remains bounded as e-0:

Lemma 5. Assume qpmR: Then there exists K2 ¼ K2ðm; n; qÞ40 such that for e small

enough

ea
m��q
m��qXK2jln ej�

mR�q
m��q if qomR ð3:30Þ

and

ea
n

n�mXK2j ln ej if q ¼ mR: ð3:31Þ

Proof. By (3.29), one can repeat the proof of [5, Lemma 8] with some minor
modifications. &

4. Proof of Theorem 1

The proof is delicate, covering a number of pages. Here we sketch the main steps
and we refer to the subsection below for the details.

Statement (i) follows from Theorem 1.1 in [15].
When 1oqom�; the existence of a nonnegative radial solution Wq of (2.2)–(2.4) is

stated in Proposition 3. The uniqueness of the solution Wq is established by

Proposition 4; the fact that the boundary condition (2.4) is not needed in the
statement when q4m is shown in Lemma 6. The compact support statement for Wq

when 1oqom and the positivity of Wq when qXm are obtained in Lemma 7.
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Finally, the decay conditions at infinity for Wq are obtained in Lemma 8 (case q4m)

and in [4] (case q ¼ m).

4.1. Asymptotic behavior of the solutions

If W is a nonnegative radial solution of (2.2), then W ¼ WðrÞ satisfies

ðrn�1jW 0ðrÞjm�2
W 0ðrÞÞ0 ¼ rn�1W q�1ðrÞ ðr40Þ: ð4:1Þ

Moreover, the boundary conditions (2.3), (2.4) become

lim
r-0

r
n�m
m�1WðrÞ ¼ Am;n; lim

r-N

WðrÞ ¼ 0: ð4:2Þ

We first show that the second condition in (4.2) is automatically satisfied when q4m:
note that the assumption q4m is needed only in the proof of Step 3.

Lemma 6. Let n4m41 and moqom�: Then any nonnegative radial solution W of

(2.2) satisfying (2.3) necessarily satisfies (2.4).

Proof. We argue directly with Eq. (4.1).
Step 1. We show that limr-N WðrÞ exists.
It suffices to show that W is ultimately monotone. If not, then W has a local

minimum at some R40 and therefore Rn�1jW 0ðRÞjm�2
W 0ðRÞ ¼ 0: Eq. (4.1) shows

that the map r/rn�1jW 0ðrÞjm�2
W 0ðrÞ is nondecreasing; hence, W 0ðrÞX0 for all

rXR; giving a contradiction.
Step 2. We show that limr-N WðrÞeð0;NÞ:
For contradiction, assume that limr-N WðrÞ ¼ CAð0;NÞ: Then, by (4.1) we infer

lim
r-N

rn�1jW 0ðrÞjm�2
W 0ðrÞ ¼ þN:

Therefore, we may use the de l’Hopital rule and (4.1) to obtain

lim
r-N

jW 0ðrÞjm�2
W 0ðrÞ

r
¼ lim

r-N

rn�1jW 0ðrÞjm�2
W 0ðrÞ

rn
¼ lim

r-N

rn�1W q�1ðrÞ
nrn�1

¼ Cq�1

n
40:

This implies that limr-N W 0ðrÞ ¼ þN; contradiction.
Step 3. We show that limr-N WðrÞaN:
Consider the ‘‘standard’’ energy function

EðrÞ ¼ m � 1

m
jW 0ðrÞjm � 1

q
W qðrÞ: ð4:3Þ

Then, by using (4.1) one sees that

E0ðrÞ ¼ �n � 1

r
jW 0ðrÞjmp0: ð4:4Þ
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For contradiction, assume that limr-N WðrÞ ¼ N: Then, by the argument in Step 1
we see that there exists a unique critical point R of W which is a global minimum. In
such a point, we obviously have EðRÞp0 and by (4.4) we deduce that

m � 1

m
jW 0ðrÞjmp1

q
W qðrÞ 8rXR:

Then, since q4m; we infer that

n � 1

r
jW 0ðrÞjm�1 ¼ oðW q�1ðrÞÞ as r-N:

And this, together with (4.1), implies that

lim
r-N

ðm � 1ÞjW 0ðrÞjm�2
W 00ðrÞ

W q�1ðrÞ ¼ 1: ð4:5Þ

We claim that (4.5) yields

lim
r-N

W 0ðrÞ ¼ þN: ð4:6Þ

Indeed, if mX2; this follows at once from (4.5). If 1omo2; (4.5) shows that W 00 is
ultimately positive so that lim W 0 exists; it cannot be 0 because W 0ðrÞ40 for rXR

and therefore (4.5) implies (4.6).
Thanks to (4.6), we may apply de l’Hopital rule which, combined with (4.5), gives

lim
r-N

m�1
m
jW 0ðrÞjm

1
q
W qðrÞ

¼ lim
r-N

ðm � 1ÞjW 0ðrÞjm�2
W 00ðrÞ

W q�1ðrÞ ¼ 1:

This shows that there exists C40 such that for sufficiently large r; say rX %R; we have

W 0ðrÞ
W q=mðrÞXC 8rX %R:

Integrating this inequality over ½ %R; r
 gives

� m

q � m
½W 1�q=mðrÞ � W 1�q=mð %RÞ
XCðr � %RÞ

and (recall q4m) the contradiction follows by letting r-N: &

Even if the function W is singular at r ¼ 0; the proof of Lemma 7 below follows
the same lines as in [3] with some minor changes; therefore, we just refer to the
corresponding statement in [3].

Lemma 7. Let W be a nonnegative solution of (4.1)–(4.2); then
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(i) For any r24r140 the following identity holds

m � 1

m
jW 0ðr2Þjm � m � 1

m
jW 0ðr1Þjm þ ðn � 1Þ

Z r2

r1

jW 0ðrÞjm

r
dr

¼ W qðr2Þ � W qðr1Þ
q

: ð4:7Þ

(ii) We have W 0ðrÞo0 for any r40 such that WðrÞ40:
(iii) If WðrÞ40 for all r40 then W 0ðrÞ-0 as r-N:
(iv) If qom; then there exists R40 such that WðrÞ ¼ 0 for all rXR:
(v) If qXm; then WðrÞ40 for all r40:

Proof. (i) See [3, Lemma 1.1.2].
(ii) From (i) and arguing as in [3, Lemma 1.2.4] one gets W 0ðrÞp0 for any r40;

the strict inequality follows from the form of (4.1).
(iii) See [3, Lemma 1.2.1].
(iv) Argue as in [3, Proposition 1.3.1] by using (i)–(iii).
(v) Argue as in [3, Proposition 1.3.2] by using (i)–(iii). &

Finally, we determine the asymptotic behavior at infinity of the solutions of (4.1):

Lemma 8. Suppose that moqom�: If W is a nonnegative solution of (4.1)–(4.2) then

WðrÞ ¼ Oðr�
m

q�mÞ as r-N and lim
r-N

rn�1jW 0ðrÞjm�1 ¼ 0:

Proof. Consider again the energy function E defined in (4.3). By (4.2), (4.4) and
Lemma 7 we infer that EðrÞ40 for all r40: The proof is now similar to that of
Proposition 2(iv). &

4.2. Existence

The results in this section are inspired to [4] but the proofs are tedious and slightly
different from [4] because the exponents involved depend on q: For this reason, we
briefly sketch the proofs.

Assume qom�; let kq be as in (2.10) and let u be the unique solution of (3.1).

Throughout this section we consider the functions

wðrÞ ¼ amkq uðaðq�mÞkq rÞ ða ¼ uð0ÞÞ ð4:8Þ

and

vðrÞ ¼ r
n�m
m�1wðrÞ: ð4:9Þ
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Then, the function w ¼ wðrÞ satisfies

ðrn�1jw0ðrÞjm�2
w0ðrÞÞ0 ¼ rn�1wq�1ðrÞð1� up�qðaðq�mÞkq rÞÞ: ð4:10Þ

Our first purpose is to prove that the family of functions v ¼ ve defined in (4.9)
converges as e-0:

Lemma 9. There exists a function VALiplocð0;NÞ such that 0pVðrÞp2Am;n for all

r40 and (up to a subsequence)

lim
e-0

vðrÞ ¼ VðrÞ

pointwise in ð0;NÞ and uniformly on compact sets of ð0;NÞ:

Proof. We first claim that if e is small enough, then

0o vðrÞp 2Am;n; jv0ðrÞjp 2Am;n
n � m

m � 1

1

r
8r40: ð4:11Þ

By Lemma 1 and the substitutions (4.8)–(4.9) we have for all r40;

vðrÞ ¼ amkq r
n�m
m�1uðaðq�mÞkq rÞoamkqþ1r

n�m
m�1zða

p�m
m

þðq�mÞkq rÞ

o amkqþ1r
n�m
m�1

Am;n

ð1� aq�pÞ
n�m

mðm�1Þ
ða

p�m
m

þðq�mÞkq rÞ�
n�m
m�1

¼ a
e n�m

mðm�1Þ Am;n

ð1� aq�pÞ
n�m

mðm�1Þ
ð4:12Þ

and the first part of (4.11) follows by (3.9) and (3.27). A similar argument, combined
with (3.17), gives for all r40:

jv0ðrÞjp amkq aðq�mÞkq r
n�m
m�1ju0ðaðq�mÞkq rÞj þ n � m

m � 1
r

n�2mþ1
m�1 uðaðq�mÞkq rÞ

� 

p 2Am;n
n � m

m � 1

1

r

which completes the proof of (4.11).
The statement follows at once from (4.11) and the Ascoli–Arzelà Theorem. &

Here and in the sequel we put

re ¼ a�kqðm�1Þðm��qÞe�y; 0oyomin ðm � 1Þkq;
m � 1

n � m

� �
:

With this choice of re; the following lemma holds.
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Lemma 10. We have lime-0 re ¼ 0 and lime-0 vðreÞ ¼ Am;n:

Proof. By (3.10) and Lemma 3, we know that oA½m� � q;K 
 for small enough e;
namely

aEe
� 1

m��q as e-0 if q4mR

whence by Lemmas 4 and 5,

aEe
�m��q

m��q as e-0 if qpmR;

up to a logarithmic term. Hence, by definition of re; it follows that re-0 as e-0: To
prove the second part of the lemma, we observe that, by (3.27) and (4.12)

lim
e-0

sup vðreÞpAm;n: ð4:13Þ

By (3.17), (4.8) and (4.9), for all r40 we have

vðrÞ4r
n�m
m�1amkqþ1zða

p�m
m

þðq�mÞkq rÞ � cr
n�m
m�1amkqþ1ej ln ej: ð4:14Þ

Furthermore, it follows from the definition of re and kq; that

r
n�m
m�1
e amkqþ1ej ln ej-0 as e-0 ð4:15Þ

and

a
p�m

m
þðq�mÞkqre-N as e-0: ð4:16Þ

By (3.14) and (4.16), one can easily see that

zða
p�m

m
þðq�mÞkqreÞB

Am;n

ð1� aq�pÞ
n�m

mðm�1Þ
ða

p�m
m

þðq�mÞkqreÞ
�n�m

m�1 as e-0

and hence

amkqþ1r
n�m
m�1
e zða

p�m
m

þðq�mÞkqreÞ-Am;n as e-0: ð4:17Þ

Thus, inserting (4.15) and (4.17) into (4.14) one has

lim
e-0

inf vðreÞXAm;n

and this, with (4.13), completes the proof of the lemma. &

Next, we prove an integral identity:
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Lemma 11. The function v defined in (4.9) solves the following integral identity

vðrÞ ¼m � 1

n � m
a

1
m�1 � br

n�m
m�1

þ a
1

m�1r
n�m
m�1

Z 1

r

g

R t

re
sn�1wq�1ðsÞð1� up�qðaðq�mÞkq sÞÞ ds

a

 !
t�

n�1
m�1 dt; ð4:18Þ

where a ¼ ae ¼ rn�1
e jw0ðreÞj

m�1; b ¼ m�1
n�m

a
1

m�1 � vð1Þ and gðzÞ ¼ ð1� zÞ
1

m�1 � 1 for all

zo1:

Proof. After integration of (4.10) over the interval ðre; rÞ one has

w0ðrÞ ¼ �r�
n�1
m�1 a �

Z r

re

sn�1wq�1ðsÞð1� up�qðaðq�mÞkq sÞÞ ds

 ! 1
m�1

;

integrating the latter over ðr; 1Þ and using (4.9), we obtain

vðrÞ ¼ r
n�m
m�1vð1Þ þ r

n�m
m�1

Z 1

r

a �
Z t

re

sn�1wq�1ðsÞð1� up�qðaðq�mÞkq sÞÞ ds

 ! 1
m�1

t�
n�1
m�1 dt

and this, by definition of a; b and g; completes the proof of the lemma. &

Next we prove that the functions a ¼ ae and b ¼ be are uniformly bounded when
e-0:

Lemma 12. There exist C1;C2;C340 such that, for e small enough,

C1oaeoC2 and jbejoC3:

Proof. Recalling (3.6) and (4.8), the integration of (4.10) over ðre;NÞ yields

a ¼
Z

N

re

sn�1wq�1ðsÞð1� up�qðaðq�mÞkq sÞÞ dsp
Z

N

0

sn�1wq�1ðsÞ ds:

Therefore, with some changes of variables and by using (4.8), (3.8), (3.11), (3.27) and
Lemma 1 we obtain that a ¼ ae is upper bounded for small e:

Then, taking r ¼ 1 in (4.18) and using (4.11), we have

0pvð1Þ ¼ m � 1

n � m
a

1
m�1 � bp2Am;n

which proves that jbej is bounded.
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It remains to prove that a is bounded away from 0: To this end, we first claim that

Z 1

re

sn�1wq�1ðsÞup�qðaðq�mÞkq sÞ ds ¼ oð1Þ as e-0: ð4:19Þ

To show this, we use (4.8), (4.9) and (4.11) to obtain

Z 1

re

sn�1wq�1ðsÞup�qðaðq�mÞkq sÞ ds ¼ a�mkqðp�qÞ
Z 1

re

s
1�2m
m�1

þen�m
m�1vp�1ðsÞ ds

p a�mkqðp�qÞð2Am;nÞp�1

Z 1

re

s
1�2m
m�1

þen�m
m�1 ds

and (4.19) follows by recalling (3.27) and the definitions of re and y:

Consider again gðzÞ ¼ ð1� zÞ
1

m�1 � 1 (for zo1) and let

xðtÞ ¼ xeðtÞ ¼
Z t

re

sn�1wq�1ðsÞð1� up�qðaðq�mÞkq sÞÞ ds:

By [4, Lemma 3] and (4.19), one sees that if xðtÞo0; then for all tAðre; 1
 we have

a
1

m�1g
xðtÞ

a

� �
pC a

1
m�1 þ

Z t

re

sn�1wq�1ðsÞup�qðaðq�mÞkq sÞ ds

 ! 1
m�1

2
64

3
75pCa

1
m�1 þ oð1Þ

as e-0; whence, if xðtÞ40; then obviously a
1

m�1gðxðtÞ
a
Þo0: Therefore, after

multiplication by t�
n�1
m�1 and integration over ðre; 1Þ we get

a
1

m�1r
n�m
m�1
e

Z 1

re

g
xðtÞ

a

� �
t�

n�1
m�1 dtpCa

1
m�1 þ oð1Þ as e-0:

Then, putting r ¼ re in (4.18), we have

vðreÞp
m � 1

n � m
a

1
m�1 þ a

1
m�1r

n�m
m�1
e

Z 1

re

g
xðtÞ

a

� �
t�

n�1
m�1 dtpCa

1
m�1 þ oð1Þ as e-0:

Therefore, by Lemma 10 and letting e-0; we obtain

lim
e-0

inf a
1

m�1XCAm;n

which completes the proof of the lemma. &

Thanks to Lemma 12, we may prove an important convergence result.
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Lemma 13. The following limit exists and

lim
e-0

a
1

m�1r
n�m
m�1
e

Z 1

re

g
xðtÞ

a

� �
t�

n�1
m�1 dt ¼ 0;

where x and g are the functions defined in the proof of Lemma 12.

Proof. First note that, by (4.19), xðtÞX� oð1Þ as e-0: Moreover, for all tAðre; 1


xðtÞp
Z t

re

s
nm�2mþ1�qðn�mÞ

m�1 vq�1ðsÞ dspð2Am;nÞq�1ðm � 1Þkq t
1

ðm�1Þkq ;

where in the last inequality we used (4.11). By Lemma 12 and using again [4, Lemma
3], thanks to the previous lines we infer

�Ct
1

ðm�1Þkqpg
xðtÞ

a

� �
poð1Þ ðC40Þ: ð4:20Þ

In turn, by (4.20) and letting e-0 we obtain

a
1

m�1r
n�m
m�1
e

Z 1

re

g
xðtÞ

a

� �
t�

n�1
m�1 dt

�����
�����pa

1
m�1r

n�m
m�1
e

Z 1

re

Ct
1

ðm�1Þkq þ oð1Þ
� 

t�
n�1
m�1dt ¼ oð1Þ

since re-0 (by Lemma 10), a is bounded (by Lemma 12) and qom�: &

Inserting r ¼ re into (4.18), by Lemmas 10, 12 and 13 we have

lim
e-0

m � 1

n � m
a

1
m�1 ¼ Am;n: ð4:21Þ

Fix r40 and let e-0 through an appropriate subsequence, so that vðrÞ-VðrÞ (see
Lemma 9) and b-B (see Lemma 12). Thus, by (4.18), (4.19), (4.21) and Lebesgue
Theorem, the function V solves the integral equation

VðrÞ ¼ Am;n � Br
n�m
m�1 þ Am;n

n � m

m � 1
RðrÞ 8r40; ð4:22Þ

where

RðrÞ ¼ r
n�m
m�1

Z 1

r

g
n � m

m � 1
Am;n

� �1�m
Z t

0

s
nm�2mþ1�qðn�mÞ

m�1 Vq�1ðsÞ ds

� �
t�

n�1
m�1 dt 8r40:

Once more, in the application of Lebesgue Theorem, we used the important
restriction qom�:

Note that the function RðrÞ defined above satisfies

lim
r-0

RðrÞ ¼ 0; ð4:23Þ
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indeed, by invoking again [4, Lemma 3], we infer

jRðrÞjpr
n�m
m�1

Z 1

r

Ct
1

ðm�1Þkq t�
n�1
m�1dt ¼ oð1Þ as r-0;

where we used the assumption qom�:
Hence, by (4.22) and (4.23), it follows that

lim
r-0

VðrÞ ¼ Am;n40: ð4:24Þ

This allows us to say that V is a nontrivial function, giving sense to the convergence
result of Lemma 9. Put

WðrÞ ¼ r�
n�m
m�1VðrÞ 8r40: ð4:25Þ

We finally establish

Proposition 3. Assume that 1oqom�; then, there exists at least a nonnegative radial

solution Wq of (2.2)–(2.4).

Proof. Reversing the steps used to derive the integral identity (4.18), one has that the
function W defined in (4.25) solves the ordinary differential equation (4.1) and hence
(2.2).

The condition (2.3) follows at once from (4.24) and (4.25).
Finally, V is bounded by Lemma 9; by (4.25), this implies that W also satisfies

(2.4).
Therefore, the radial function W ¼ WðrÞ defined in (4.25) solves (2.2)–(2.4) &

4.3. Uniqueness

In this section, we assume that qom� and we prove that the solution of problem
(4.1)–(4.2) is unique. To this end, we first give a comparison result:

Lemma 14. Assume qom and let W1 and W2 be two different nonnegative solutions of

(4.1)–(4.2) having respective supports BR1
and BR2

with R1pR2; then, up to switching

W1 and W2 in the case R1 ¼ R2; we have

W1ðrÞoW2ðrÞ; jW 0
1ðrÞjojW 0

2ðrÞj 8roR2: ð4:26Þ

Assume qXm and let W1 and W2 be two different positive solutions of (4.1)–(4.2); then,
up to switching W1 and W2; we have

W1ðrÞoW2ðrÞ; jW 0
1ðrÞjojW 0

2ðrÞj 8r40: ð4:27Þ
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Proof. Assume qom: Suppose first that R1oR2: It is clear that (4.26) is satisfied on
½R1;R2Þ: Let

%
RA½0;R1Þ be the infimum value of r for which (4.26) holds; then, we

have

jW 0
1ðrÞjojW 0

2ðrÞj 8rAð
%
R;R1Þ and 0 ¼ W1ðR1ÞoW2ðR1Þ: ð4:28Þ

Suppose for contradiction that
%
R40; then W1ð

%
RÞpW2ð

%
RÞ and by (4.7) and (4.28),

we have

m � 1

m
jW 0

1ð
%
RÞjm ¼ðn � 1Þ

Z R1

%
R

jW 0
1ðtÞj

m

t
dt þ W

q
1 ð %

RÞ
q

o ðn � 1Þ
Z R1

%
R

jW 0
2ðtÞj

m

t
dt þ W

q
2 ð %

RÞ
q

o ðn � 1Þ
Z R2

%
R

jW 0
2ðtÞj

m

t
dt þ W

q
2 ð %

RÞ
q

¼ m � 1

m
jW 0

2ð
%
RÞjm

that is,

jW 0
1ð
%
RÞjojW 0

2ð
%
RÞj: ð4:29Þ

By (4.28), we can easily see that W1ð
%
RÞoW2ð

%
RÞ and this, together with (4.29),

contradicts the definition of
%
R: Hence,

%
R ¼ 0 and the proof is so complete in the case

R1oR2:
Suppose now R1 ¼ R2: We claim that there exists at most one value RAð0;R1Þ

such that W1ðRÞ ¼ W2ðRÞ; more precisely, up to switching W1 and W2; we show that

(RAð0;R1Þ; W1ðRÞ ¼ W2ðRÞ ) W1ðrÞoW2ðrÞ;

jW 0
1ðrÞjojW 0

2ðrÞj 8roR: ð4:30Þ

For one such R; by uniqueness for the Cauchy problem, we have jW 0
1ðRÞjojW 0

2ðRÞj:
Then, there exists a left neighborhood ð

%
R;RÞ of R such that

W1ðrÞoW2ðrÞ and jW 0
1ðrÞjojW 0

2ðrÞj 8rAð
%
R;RÞ; ð4:31Þ

we take
%
R as the infimum value for which (4.31) holds. Suppose for contradiction

that
%
R40: Then, by (4.7) and (4.31), we have

m � 1

m
jW 0

1ð
%
RÞjm ¼m � 1

m
jW 0

1ðRÞjm þ ðn � 1Þ
Z R

%
R

jW 0
1ðtÞj

m

t
dt þ W

q
1 ð %

RÞ � W
q
1 ðRÞ

q

o
m � 1

m
jW 0

2ðRÞjm þ ðn � 1Þ
Z R

%
R

jW 0
2ðtÞj

m

t
dt þ W

q
2 ð %

RÞ � W
q
2 ðRÞ

q

¼m � 1

m
jW 0

2ð
%
RÞjm:
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Moreover, (4.31) and the fact that W1ðRÞ ¼ W2ðRÞ yield W1ð
%
RÞoW2ð

%
RÞ which

contradicts the definition of
%
R: Therefore,

%
R ¼ 0 and (4.30) follows.

Since (4.30) states that there exists at most one value RAð0;R1Þ such that W1ðRÞ ¼
W2ðRÞ; we can suppose, up to switching W1 and W2; that

(RA½0;R1Þ such that W1ðrÞoW2ðrÞ 8rAðR;R1Þ:

Let R be the infimum of such values and assume for contradiction that R40: Then,
for any rA½R;R1Þ integrate the two equations (4.1) for W1 and W2 over the interval
½r;R1
 to obtain

rn�1jW 0
1ðrÞj

m�1 ¼
Z R1

r

tn�1W
q�1
1 ðtÞ dt

o
Z R1

r

tn�1W
q�1
2 ðtÞ dt ¼ rn�1jW 0

2ðrÞj
m�1 ð4:32Þ

and hence jW 0
1ðrÞjojW 0

2ðrÞj for any rA½R;R1Þ: Moreover, since W1ðR1Þ ¼ W2ðR1Þ;
then W1ðRÞoW2ðRÞ which shows that R ¼ 0: This completes the proof in the case
qom:

Assume now qXm: Arguing as above, we may prove again (4.30) with R1 ¼ N:

Since by Lemma 8, rn�1jW 0
i ðrÞj

m�1-0 as r-N for i ¼ 1; 2; then we also obtain

(4.32) which completes the proof as in the case qom: &

If W solves Eq. (4.1), then another solution of (4.1) is given by

WlðrÞ ¼
1

l
Wðl

m�q
m rÞ 8l40: ð4:33Þ

Moreover, by (4.2), the rescaled function Wl satisfies

r
n�m
m�1WlðrÞ-

Am;n

l
ðn�mÞðm��qÞ

mðm�1Þ
as r-0; ð4:34Þ

and if qom;

Rl ¼ Rl�
m�q

m ; ð4:35Þ

where R and Rl are the radii of the supports of W and Wl: We prove the uniqueness
result in the case qom�:

Proposition 4. Suppose that 1oqom�: Let W1 and W2 be two solutions of problem

(4.1)–(4.2). Then W1 � W2:

Proof. Assume qom: Let R1;R2 be the radii of the supports of W1 and W2;
respectively. We first show that

R1 ¼ R2: ð4:36Þ
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Suppose for contradiction that R1oR2: Let W1;l be the rescaled function of W1

according to (4.33); by (4.35), there exists lo1 such that R1;l ¼ R1l
�m�q

m oR2: Then,

by Lemma 14, we obtain

W1;lðrÞoW2ðrÞ 8rAð0;R2Þ: ð4:37Þ

By (4.2), (4.34) and the fact that qom�; we have

lim
r-0

r
n�m
m�1W2ðrÞ ¼ Am;n; lim

r-0
r

n�m
m�1 W1;lðrÞ ¼

Am;n

l
ðn�mÞðm��qÞ

mðm�1Þ
4Am;n

which contradicts (4.37). Hence, (4.36) holds. Then, by Lemma 14 we obtain

8lo1 W1;lðrÞ4W2ðrÞ 8rAð0;R2Þ;
8l41 W1;lðrÞoW2ðrÞ 8rAð0;R2Þ:

ð4:38Þ

Finally, since W1;l-W1 pointwise on ð0;NÞ as l-1; by (4.38) we deduce that

W1 � W2:
Assume now mpqom� and consider again the rescaled function W1;l; if l41;

then by (4.34) and Lemma 14, we obtain

W1;lðrÞoW2ðrÞ 8r40:

The conclusion is now similar to the case qom: &

5. Proof of Theorem 2

5.1. The case q4mR

As a direct consequence of (3.11) and (3.17), we get

0ozðrÞ � yðrÞocejln ej 8r40: ð5:1Þ

Since Z-0 as e-0; then z converges pointwise for any rX0 to the function

z0ðrÞ ¼ ð1þ Dr
m

m�1Þ�
n�m

m as e-0;

hence, by (5.1), also the function y converges pointwise to z0 as e-0: Moreover, by
(3.10) and Lemma 3, oA½m� � q;K 
 (for small enough e) so that o ¼ oðeÞ converges,
up to a subsequence, to some limit o0A½m� � q;K 
 (in fact we will show that o0 is the
limit of o as e-0 in the continuum). Recalling Lemma 1, that zALq and taking into
account that yp1 and qop; we may then apply Lebesgue Theorem to the Pohožaev
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identity (3.2) relative to Eq. (3.12) and obtainZ
N

0

z
q
0ðrÞ rn�1 dr ¼ o0

q

m�ðm� � qÞ

Z
N

0

zm�

0 ðrÞrn�1 dr: ð5:2Þ

After a change of variables we obtainZ
N

0

z
q
0ðrÞrn�1 dr ¼ m � 1

m
D�m�1

m
nB

nðm � 1Þ
m

;
qðn � mÞ � nðm � 1Þ

m

� �
ð5:3Þ

and Z
N

0

zm�

0 ðrÞrn�1 dr ¼ m � 1

m
D�nðm�1Þ

m B
nðm � 1Þ

m
;

n

m

� �
: ð5:4Þ

Inserting (5.3) and (5.4) into (5.2) we obtain

o0 ¼
m�

q
ðm� � qÞ

B
nðm � 1Þ

m
;
ðq � mRÞðn � mÞ

m

� �

B
nðm � 1Þ

m
;

n

m

� �

which proves (2.9) in the case q4mR:

5.2. The case qomR

Let u be the solution of (3.1); after the substitution (4.8) we obtainZ
N

0

rn�1uqðrÞ dr ¼ a
q�m�

m��q

Z
N

0

rn�1wqðrÞ dr:

By (4.9), Lemma 9 and (4.25) we know that wðrÞ-WðrÞ for any r40; in order to

apply Lebesgue Theorem we need a uniform L1 majorization of the last integrand.
We first estimate its behavior in a neighborhood of infinity (we do not consider the
case q ¼ m because it has already been studied in [4,5]).

Lemma 15. Assume qpmR:
If 1oqom; then there exists R40 such that supp ðwÞCBRð0Þ for e small enough.

If q4m; then there exist C;R40 (independent of e) such that wðrÞpCr
� m

q�m for all

rXR:

Proof. If 1oqom; the statement follows from Lemma 17 below.
So, assume that q4m: By (4.8) and (4.10) we know that w satisfies

ðjw0jm�2
w0Þ0 þ n � 1

r
jw0jm�2

w0 � wq�1 þ a�mkqðp�qÞwp�1 ¼ 0:
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Consider the corresponding energy function

EðrÞ ¼ m � 1

m
jw0ðrÞjm � 1

q
wqðrÞ þ a�mkqðp�qÞ

p
wpðrÞ

which satisfies EðrÞ40 for all r; see Proposition 2 for the details. By (3.9), there exist
C; r40; independent of e; such that

1

q
sq � a�mkqðp�qÞ

p
sp4Csq 8spr; 8eo%e

for %e40 small enough. By (4.9) and (4.11) we know that

wðrÞp2Am;nr�
n�m
m�1 8r40; 8e small enough:

Therefore, there exists R40 independent of e such that

wðrÞpr 8rXR; 8e small enough:

Hence, by positivity of E we obtain

m � 1

m
jw0ðrÞjm4CwqðrÞ 8rXR; 8e small enough

and the statement follows as in Proposition 2(iv). &

Concerning the behavior at the origin, by (4.11) we have

rn�1wqðrÞ ¼ rn�1�q
n�m
m�1vqðrÞpð2Am;nÞq

rn�1�q
n�m
m�1 8r40: ð5:5Þ

Note that the function on the right-hand side of (5.5) is integrable in a neighborhood
of the origin since qomR: This, together with Lemma 15, enables us to apply

Lebesgue Theorem and to infer that rn�1W qðrÞAL1ð0;NÞ and (see (2.5))Z
N

0

rn�1wqðrÞ dr-

Z
N

0

rn�1W qðrÞ dr ¼ Im;n;q: ð5:6Þ

On the other hand, by (3.11) and the convergence y-z0; we also haveZ
N

0

rn�1upðrÞ dr-

Z
N

0

rn�1zm�

0 ðrÞ dr ¼ m � 1

m
D�nðm�1Þ

m B
nðm � 1Þ

m
;

n

m

� �
: ð5:7Þ

Inserting (5.6) and (5.7) into (3.2) proves (2.9) in the case qomR:

5.3. The case q ¼ mR

When q ¼ mR; the limit (5.7) still holds. The problem is the behavior of the first

term in (3.2); indeed, the right-hand side in (5.5) becomes Cr�1 and is no longer
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integrable at the origin. Nevertheless, by splitting the integral into two parts, we
obtain

Lemma 16. Let q ¼ mR and let w be as in (4.8). ThenZ
N

0

rn�1wmRðrÞ dr ¼ nðm � 1Þ
ðn � mÞ2

D�nðm�1Þ
m ln aþ Oðln ln aÞ as a-N:

Proof. Note first that since q ¼ mR; by Lemmas 4 and 5, we get

ln a
jln ej-

n � m

n
as e-0: ð5:8Þ

We split the integral at the value

R0 ¼ R0ðeÞ ¼ jln ej�
2ðm�1Þ

n�m ; ð5:9Þ

the statement of the lemma follows if we show the two estimatesZ
N

R0

rn�1wmRðrÞ dr ¼ Oðln ln aÞ as a-N; ð5:10Þ

Z R0

0

rn�1wmRðrÞ dr ¼ nðm � 1Þ
ðn � mÞ2

D�nðm�1Þ
m ln aþ Oðln ln aÞ as a-N: ð5:11Þ

When q ¼ mR ¼ m (i.e. n ¼ m2), these estimates are already known, see [4].
Consider first the case q ¼ mR4m: Let C;R as in Lemma 15, then for small e we

have Z
N

R

rn�1wmRðrÞ drpCmR

Z
N

R

r�
nðn�mÞ
m2�n

�1 droc ð5:12Þ

(recall m24n). Since R0-0 as e-0; we may suppose that R0oR; then, (4.9) and
(4.11) yieldZ R

R0

rn�1wmRðrÞ drpð2Am;nÞmR

Z R

R0

r�1 dr ¼ ð2Am;nÞmR ln
R

R0
¼ c ln jln ej þ Oð1Þ:

This, together with (5.12) and (5.8) proves (5.10) in the case q4m:
Suppose now q ¼ mRom: Let R be as in Lemma 15. Then, in the same way as in

the case q4m; we obtainZ
N

R0

rn�1wmRðrÞ dr ¼
Z R

R0

rn�1wmRðrÞ drpð2Am;nÞmR
2ðm � 1Þ

n � m
lnjln ej þ Oð1Þ

and (5.10) also holds in the case qom:
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In order to prove (5.11) we put

jðrÞ ¼ 1

½1þ Da
p�m
m�1r

m
m�1


n�m
m

and we show that there exist c1; c240 such that (recall Z ¼ aq�p)

wmRðrÞpa
n2ðm�1Þ
ðn�mÞ2 fjmRða

m2�n

ðn�mÞ2rÞ þ c1ZjmR�1ða
m2�n

ðn�mÞ2rÞg ð5:13Þ

and

wmRðrÞXa
n2ðm�1Þ
ðn�mÞ2 fjmRða

m2�n

ðn�mÞ2rÞ � c2ejln ejjmR�1ða
m2�n

ðn�mÞ2rÞg 8rX0: ð5:14Þ

Indeed, by (3.17) we have uðrÞpaðjðrÞ þ CZÞ for all r and for some C40; then
taking the mRth power and after the substitution (4.8), the upper bound (5.13) is
obtained. On the other hand, by (3.17) we also obtain

uðrÞXaðjðrÞ � Cejln ejÞ 8rX0 ð5:15Þ

for some C40: Take c2 ¼ C; if the right-hand side of (5.14) is negative, there is
nothing to prove. If it is positive, then taking the mRth power of (5.15) and after the
substitution (4.8), the lower bound (5.14) is obtained, eventually by choosing a larger
value for c2:

Put

Z R0

0

rn�1wmRðrÞ dr ¼ I þ J

with the principal part I defined by

I ¼ a
n2ðm�1Þ
ðn�mÞ2

Z R0

0

rn�1jmRða
m2�n

ðn�mÞ2rÞ dr:

We first estimate I : After the substitution

t ¼ Da
nm

ðn�mÞ2�
e

m�1r
m

m�1; T ¼ Da
nm

ðn�mÞ2�
e

m�1R
m

m�1
0 ð5:16Þ

we obtain

I ¼ m � 1

m
D�nðm�1Þ

m a
en
m

Z T

0

t
nðm�1Þ

m
�1

ð1þ tÞ
nðm�1Þ

m

dt;
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since T-N as a-N and (3.27) holds, we have

I ¼ m � 1

m
D�nðm�1Þ

m ln T þ Oð1Þ as a-N

so that, by (5.9) and (5.16), we find

I ¼ nðm � 1Þ
ðn � mÞ2

D�nðm�1Þ
m ln aþ Oðln ln aÞ:

It remains to estimate the remainder term

J ¼
Z R0

0

rn�1½wmRðrÞ � a
n2ðm�1Þ
ðn�mÞ2 jmRða

m2�n

ðn�mÞ2rÞ
 dr;

to this purpose we will use the upper and lower bounds (5.13) and (5.14). Let us
define

J0 ¼ a
n2ðm�1Þ
ðn�mÞ2

Z R0

0

rn�1jmR�1ða
m2�n

ðn�mÞ2rÞ dr; ð5:17Þ

then, with the change of variables (5.16), we have

J0 ¼
m � 1

m
D�nðm�1Þ

m a
en
m

Z T

0

t
nðm�1Þ

m
�1

ð1þ tÞ
nm�2nþm

m

dt:

Since there exist c3; c440 such that

t
nðm�1Þ

m
�1

ð1þ tÞ
nm�2nþm

m

p
c3t

nðm�1Þ
m

�1 if tp1;

c4t
n�2m

m if t41;

8<
:

then J0 ¼ OðT
n�m

m Þ as a-N: Therefore, by (5.13) and (5.14) we obtain

�cejln ejT
n�m

m p� c2ejln ejJ0pJpc1ZJ0pcZT
n�m

m : ð5:18Þ

Moreover, by (5.9) and (5.16) we have ZT
n�m

m ¼ oð1Þ and ejln ejT
n�m

m ¼ Oð1Þ as
a-N; for the second estimate we also used Lemma 4. Inserting these asymptotics
into (5.18) we have J ¼ Oð1Þ as a-N; so that (5.11) holds. &

We can now complete the proof of Theorem 2. By (4.8), (5.8) and Lemma 16 we
obtain as e-0:

Z
N

0

rn�1umRðrÞ dr ¼ a�
n

n�m

Z
N

0

rn�1wmRðrÞ dr E
m � 1

n � m
D�nðm�1Þ

m a�
n

n�m jln ej: ð5:19Þ

Finally, inserting (5.7) and (5.19) into (3.2) proves (2.9) in the case q ¼ mR:
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6. Proof of Theorem 3

The proof of this result is essentially given in [5] and hence we omit it. We refer in
particular to Section 5.3 and 6 in [5].

7. Proof of Theorem 4

As qom; the ground state u of (2.1) is compact supported. Let w ¼ we be as in

(4.8), let Re be such that BReð0Þ ¼ supp ðweÞ and let W be as in (4.25). By Proposition
3, W solves (2.2)–(2.4); moreover by Lemma 7, W has bounded support since qom:
We can state the following

Lemma 17. We have

Rp lim inf
e-0

Rep lim sup
e-0

ReoþN; ð7:1Þ

where R40 is the radius of the support of the function W defined in (4.25).

Proof. We first show that Rplim inf e-0 Re: By definition of R we have

WðR � lÞ40 8lAð0;RÞ

and hence by the pointwise convergence we-W we deduce that

weðR � lÞ40

for all e small enough. Then we have

Re4R � l 8lAð0;RÞ; 8e small enough

and the first inequality in (7.1) follows.
It remains to prove that Re is uniformly bounded from above when e-0:
Suppose that there exists %e40 such that

R%e4R: ð7:2Þ

If such %e does not exist, the last inequality in (7.1) follows readily.
If such %e exists, the proof will be complete once we show that there exists

%
eAð0; %eÞ

such that

RepR%e 8eAð0;
%
eÞ: ð7:3Þ

Assume for contradiction that there exists a sequence fekgkAN such that

ek-0 as k-N and Rek
4R%e: ð7:4Þ
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Since wek
ðRÞ-WðRÞ ¼ 0 as k-N and w%eðRÞ40 (recall R%e4R) there exists %kAN

such that

wek
ðRÞow%eðRÞ 8kX %k: ð7:5Þ

For kX %k let

R1 ¼ R1ðkÞ ¼ max frAðR;R%eÞ;wek
ðrÞ ¼ w%eðrÞg; ð7:6Þ

R1 is well-defined by (7.4) and (7.5).
Consider the functions

fek
ðsÞ ¼ �sq�1 þ a�mkqðpk�qÞ

k spk�1 8sX0

and

f%eðsÞ ¼ �sq�1 þ a�mkqð %p�qÞs %p�1 8sX0;

with ak ¼ uek
ð0Þ; a ¼ u%eð0Þ; pk ¼ m� � ek; %p ¼ m� � %e:

Then, by (4.8) we see that wek
and w%e solve, respectively, the equations

ðrn�1jw0
ek
ðrÞjm�1Þ0 ¼ rn�1fek

ðwek
ðrÞÞ;

ðrn�1jw0
%eðrÞj

m�1Þ0 ¼ rn�1f%eðw%eðrÞÞ:
ð7:7Þ

Integrating the two equations in (7.7) on the interval ½R1;Rek

; using the fact that

w0
ek
ðRek

Þ ¼ w0
%eðRek

Þ ¼ 0; we obtain after subtraction

Rn�1
1 jw0

%eðR1Þjm�1 � Rn�1
1 jw0

ek
ðR1Þjm�1 ¼

Z Rek

R1

rn�1½ fek
ðwek

ðrÞÞ � f%eðw%eðrÞÞ
 dr: ð7:8Þ

Note that by definition of R1; jw0
%eðR1ÞjXjw0

ek
ðR1Þj and hence by (7.8) we have

Z Rek

R1

rn�1½ fek
ðwek

ðrÞÞ � f%eðw%eðrÞÞ
 drX0: ð7:9Þ

Since wek
ðRÞ-0 as k-N and w0

ek
ðrÞo0 for any rAð0;Rek

Þ; for any s40 and

sufficiently large %k we have

wek
ðR1Þos 8kX %k: ð7:10Þ

We fix soðq�1
%p�1

Þ
1

%p�qamkq since ðq�1
%p�1

Þ
1

%p�qamkq is the unique positive minimum point of

the function f%e: With this choice of s fix %k as in (7.10); in this way by (7.4), (7.6),
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(7.10) and the fact that wek
is decreasing, we have

w%eðrÞpwek
ðrÞpwek

ðR1Þo
q � 1

%p � 1

� � 1
%p�q

amkq 8rA½R1;Rek

; 8kX %k: ð7:11Þ

By elementary calculus, after another suitable restriction on %k; we have

fek
ðsÞof%eðsÞ 8sA 0;

q � 1

%p � 1

� � 1
%p�q

amkq

0
@

1
A; 8kX %k; ð7:12Þ

in particular, since f%e is decreasing on the interval ð0; ðq�1
%p�1

Þ
1

%p�qamkqÞ; by (7.11) and

(7.12), we have

fek
ðwek

ðrÞÞof%eðwek
ðrÞÞpf%eðw%eðrÞÞ 8rAðR1;Rek

Þ

and this contradicts (7.9) after integration over ðR1;Rek
Þ: &

Thanks to Lemma 17 and the rescaling (4.8) we can complete the proof of
Theorem 4; indeed, let r be as in Theorem 4, then we have

r ¼ re ¼ aðq�mÞkq Re

and letting e-0 we obtain

Rp lim inf
e-0

raðm�qÞkqp lim sup
e-0

raðm�qÞkqoþN;

the proof of Theorem 4 can be obtained after a calculation which uses the estimates
on a of Theorem 2 in the three cases q4mR; q ¼ mR and qomR:

Remark 2. We believe that all the limits in Lemma 17 exist and are equal to R; the
radius of the support of W ; in such case, the limits in Theorem 4 also exist. However,
this result would require the continuous dependence of uð0Þ and Re on e; which seems
a hard matter.

8. Proof of Theorem 5

8.1. The case qom�

It follows at once from (4.8), (4.9), Lemma 9, (4.25) and Proposition 3.
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8.2. The case q ¼ m�

Let k be any real number, then by (3.17) and thanks to the fact that q ¼ m� is
equivalent to m

q�m
¼ n�m

m�1
; we have

lim
e-0

a
m

q�m
k
uðakrÞ ¼ lim

e-0
a

n�m
m�1

kuðakrÞp lim
e-0

a
eðn�mÞ
mðm�1Þa�

1
m�1

ð1� ZÞ
n�m

mðm�1ÞD
n�m

m r
n�m
m�1

¼ 0 8r40

by the convergence Z-0 and since both (3.9) and(3.27) hold. This implies (2.12) with
kðq � mÞ in place of k (note that q ¼ m�4m).

8.3. The case m�oqom�

In this case, with an abuse of notation we still let kq be as in (2.10). Note that

kqo� 1
m
:

Let k be an arbitrary real number; we will treat the two cases ko� 1
m
and k4kq

separately. If ko� 1
m
; then by (3.17), we have

amkuðaðq�mÞkrÞoa1þmk-0 as e-0 8r40

which proves (2.12). If k4kq; by (3.17) we have

amkuðaðq�mÞkrÞo a1þmk

Ca
m

m�1½aðq�mÞkr

n�m
m�1

p
C

r
n�m
m�1

a
k�kq

ðm�1Þkq-0 as e-0 8r40

and (2.12) follows again.

9. Proof of Theorem 6

Let u ¼ uðrÞ be the unique ground state of (1.1). Let

vðrÞ ¼ d
� 1

p�qu
r

d
p�m

mðp�qÞ

 !
; ð9:1Þ

then v is the unique ground state of Eq. (2.1). By (2.13) and (9.1) we have uð0Þ ¼

d
1

p�qb and the first part of Theorem 6 follows. Since v ¼ vðrÞ solves the ordinary
differential equation

ðrn�1jv0ðrÞjm�1Þ0 ¼ rn�1ð�vq�1ðrÞ þ vp�1ðrÞÞ;
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after integration over ½0; r
 we obtain

jv0ðrÞjm�1 ¼ 1

rn�1

Z r

0

tn�1ð�vq�1ðtÞ þ vp�1ðtÞÞ dt

¼ 1

rn�1

Z r

0

tn�1ð�bq�1 þ bp�1 þ oð1ÞÞ dt

¼ r

n
ð�bq�1 þ bp�1 þ oð1ÞÞ as r-0:

Taking the 1=ðm � 1Þ power and integrating from 0 to r we have

vðrÞ ¼ b� m � 1

m

bp�1 � bq�1

n

� � 1
m�1

r
m

m�1 þ oðr
m

m�1Þ as r-0:

This, together with (9.1), gives (2.15).
If qom; the estimate (2.16) on the support of u is a straightforward consequence

of (9.1).

10. Proof of Theorem 7

Let uðx; dÞ be the unique ground state of (1.1) where d40: Then, thanks to the
estimates of Theorem 2 and the rescaling (9.1) we obtain the following estimates for
uð0; dÞ:

uð0; dÞB

d
1

p�qðbm;n;qe
�1Þ

1
m��q if q4mR

d
1

p�q mm;n

jln ej
e

� �n�m
n

if q ¼ mR

d
1

p�qðgm;n;qe
�1Þ

m��q
m��q if qomR

8>>>>>><
>>>>>>:

as e-0;

hence, if d ¼ dðeÞ as in the statement of Theorem 7 then

uð0; dðeÞÞ-d as e-0: ð10:1Þ

By (3.17) and (9.1), we have

0ouð0; dðeÞÞ  zðuð0; dðeÞÞ
p�m

m xÞ � uðx; dðeÞÞoc uð0; dðeÞÞ  ejln ej; ð10:2Þ

moreover, by (10.1) and the fact that Z-0 as e-0; we infer

uð0; dðeÞÞzðuð0; dðeÞÞ
p�m

m xÞ-d½1þ Dðd
m

n�mjxjÞ
m

m�1
�
n�m

m � UdðxÞ:

This, together with (10.2), yields uð; dðeÞÞ-Ud uniformly on Rn as e-0:
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[6] F. Gazzola, J. Serrin, M. Tang, Existence of ground states and free boundary problems for

quasilinear elliptic operators, Adv. Differential Equations 5 (2000) 1–30.

[7] M.C. Knaap, L.A. Peletier, Quasilinear elliptic equations with nearly critical growth, Comm. Partial

Differential Equations 14 (1989) 1351–1383.
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