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Abstract. For a class of semilinear parabolic equations on a bounded
domain Ω, we analyze the behavior of the solutions when the initial
data varies in the phase space H1

0 (Ω). We obtain both global solutions
and finite time blow-up solutions. Our main tools are the comparison
principle and variational methods. Particular attention is paid to initial
data at high energy level; to this end, a basic new idea is to exploit the
weak dissipativity (respectively antidissipativity) of the semiflow inside
(respectively outside) the Nehari manifold.

1. Introduction

Let Ω be an open bounded domain of Rn (n ≥ 2) with smooth boundary
∂Ω. Depending on suitable properties of the initial datum u0, we are inter-
ested in both finite time blow-up solutions and solutions which exist globally
in time of the following parabolic problem ut − ∆u = |u|p−1u in Ω × (0, T )

u(0) = u0 in Ω
u = 0 on ∂Ω × (0, T )

(1.1)

where u0 ∈ H1
0 (Ω), T ∈ (0,∞] and 1 < p < n+2

n−2 , understanding that
n+2
n−2 = +∞ if n = 2.

Problem (1.1) has been studied by many authors and it appears a hard
task to mention all of them. A strange fact about (1.1) is that the corre-
sponding literature seems to be “partitioned” into equivalence classes, which
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is due to the fact that (1.1) may be tackled with several different and ap-
parently unlinked tools. In particular, we mention critical-point theory and
the mountain pass theorem by Ambrosetti-Rabinowitz [3], the potential well
theory which started with the paper by Tsutsumi [45] (see also [33]), semi-
group theory for which the starting point seems the paper by Weissler [46],
classical tools such as smoothing effects and comparison methods revisited
in a new functional analytic framework as in the paper by Hoshino-Yamada
[23] (see also previous work in the monograph by Henry [21]).

In order to better explain this partition, let us discuss the assumption
p < n+2

n−2 , which is none other than a compactness condition (compactness of
the embedding H1

0 (Ω) ⊂ Lp+1(Ω)). From the critical-point theory point of
view, it is a necessary and sufficient condition for the validity of the Palais-
Smale condition. From a purely elliptic point of view it is a necessary and
sufficient condition for the existence of smooth nontrivial stationary solutions
of (1.1) independently of the geometry of the domain. From the evolution
point of view, contrary to the subcritical case p < n+2

n−2 , if p = n+2
n−2 it is not

clear in which way the blow-up occurs, see [25, Remark 2.5]; moreover, in
[5, Theorem 1.1] it is shown that critical and supercritical growth parabolic
problems are not uniformly well posed in a suitable sense. Finally, contrary
to what happens for p < n+2

n−2 , when p ≥ n+2
n−2 global unbounded solutions

may exist [32]. These different interpretations of the very same assumption
should give an idea of how far apart the corresponding points of view are.

One purpose of the present paper is to collect, complement, and partly im-
prove some of the results which have been obtained with the just-mentioned
tools. At some points, we also provide new proofs to already established
results.

The second (and main) purpose of the present paper is explained by its
title. Depending on the initial datum u0, it was shown in [24, 33] that (1.1)
admits both solutions which blow up in finite time and global solutions which
converge to u ≡ 0 as time tends to infinity. What is meant by blow-up will
be made precise in Definition 1 in Section 3. Let us introduce the sets

B = {u0 ∈ H1
0 (Ω) : the solution u = u(t) of (1.1) blows up in finite time}

G = {u0 ∈ H1
0 (Ω) : the solution u = u(t) of (1.1) exists for all t > 0}

G0 = {u0 ∈ G : u(t) → 0 in H1
0 (Ω) as t → ∞} .

Clearly, H1
0 (Ω) = G ∪ B; our purpose is to characterize the sets B, G and

G0, that is, to determine for which initial data u0 in the phase space H1
0 (Ω)

the solution of (1.1) blows up and for which data u0 the solution is globally
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defined. In this context, the energy functional

J : H1
0 (Ω) → R, J(u) =

1
2

∫
Ω
|∇u|2 − 1

p + 1

∫
Ω
|u|p+1,

plays an essential role. Recall that J is strictly decreasing along nonconstant
solutions of (1.1). The results in [24, 33] describe the behavior of solutions
of (1.1) when u0 has low energy, namely energy smaller than the mountain
pass level

d = min
u∈H1

0 (Ω)\{0}
max
s≥0

J(su); (1.2)

see Theorem 9 below. In contrast, we are here mainly interested in the
behavior of solutions of (1.1) when u0 has energy larger than d.

In Section 3, we recall the local solvability of (1.1): for all u0 ∈ H1
0 (Ω)

there exists a unique local solution u = u(t) of (1.1). This solution may
be continued as long as it remains bounded in H1

0 (Ω); see Theorems 3 and
4. Moreover, global solutions are bounded and, up to a subsequence, they
converge to a stationary solution; in Theorem 6 we show that they have
“small time oscillations” at infinity. On the other hand, if the solution u
blows up in finite time, in Theorem 7 we show that the L2 norm of ut

blows up at a higher rate when compared to the Lp+1 and H1
0 norms of the

solution u. In some sense, this means that blow-up is characterized by large
time oscillations of the solution u.

In Section 2, we recall the definition of the Nehari manifold N relative to
the stationary problem associated to (1.1), and we establish two crucial prop-
erties of stationary solutions and of the manifold itself. A striking difference
is obtained between the two cases p ≤ 1 + 4

n and p > 1 + 4
n .

In Theorem 9 we recall the already-mentioned result by Ikehata-Suzuki
[24] which describes the evolution of (1.1) when the initial datum u0 has
energy below the mountain pass level d: if u0 is taken inside N , the solution
vanishes as t → ∞ (u0 ∈ G0), whereas, if u0 is taken outside N , the solution
blows up (u0 ∈ B). Corollary 4 complements this result by exhibiting a class
of initial data in G0 whose energy is larger than d but smaller than 2d.

The importance of the Nehari manifold N for the dynamics of (1.1) is
given by its role as a borderline separating regions of weak dissipativity (re-
spectively antidissipativity) for the corresponding semiflow; see Lemma 7
below. Using this observation, we obtain classes of initial data with ar-
bitrarily high energy which lie in G0 (respectively B), and such that the
corresponding solutions do not cross N . This last property is not shared by
every solution. Indeed, we will also give examples of solutions which cross
N before blowing up. On the other hand, it is still open whether a crossing
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can occur in the other direction; that is, whether initial data in G0 could
give rise to solutions which cross N .

From the topological point of view, it is interesting to note the nonobvious
fact that G0 = int(G), as stated in Theorem 8 below. This implies that most
of the nontrivial dynamics of (1.1) takes place on the “thin” set ∂G; in par-
ticular, every nontrivial equilibrium is contained in this set. The topological
picture becomes even clearer when only initial data in the cone K of nonneg-
ative functions are considered. Here we complement a result by Lions [27]
which, roughly speaking, states that there exists a “dividing line” between
G and B. More precisely, each half line starting from the origin 0 ∈ H1

0 (Ω)
and lying in K is divided in three parts: a segment close to u ≡ 0 which is
included in G0, a point in ∂G, and the remaining half line which is included
in B. We provide new estimates for the dividing line and for the decay rate
at infinity of the blow-up time. We emphasize that our asymptotic estimate
is very simple and only depends on the L1 and the L2 norm of the initial
datum and not on its L∞ norm as in previous works.

We like to mention further related work already at this point. Our study
heavily relies on a priori bounds for global solutions of (1.1) which have re-
cently been proved by Quittner [39, 37]. The novelty of these bounds consists
in their validity for sign-changing initial data. For positive global solutions,
stronger universal bounds are available; see [13, 40, 38]. For superlinear
parabolic equations, the sets attracted by equilibria and their boundaries
have also been studied in [27, 28, 36, 41, 1, 2]. Partial results in an abstract
framework are already contained in [34].

Although we hope that our results shed some further light on the evolution
of (1.1), we believe that much work has still to be done in order to reach a
full understanding. In Section 3.5, we list some open problems.

This paper is organized as follows. In Section 2, we establish some proper-
ties of the stationary problem associated to (1.1). In Section 3 we state our
main results concerning the classification of initial data of (1.1) and com-
pare them to the existing literature. Section 4 is devoted to the proofs of
the results. Finally, in the appendix we include a proof of the comparison
principle which we use extensively throughout the paper.

Acknowledgement. The first author is grateful to Enzo Mitidieri and Vit-
torio Pata for some fruitful discussions. The second author wishes to thank
Peter Poláčik for helpful discussions on the topic and Norman Dancer for his
remarks on an earlier version of the paper. The paper was written while the
second author was visiting the Department of Mathematics at the University
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2. Preliminary results about the stationary problem

Without further mention, we assume throughout the paper that Ω ⊂ Rn

is an open bounded smooth domain and that 1 < p < n+2
n−2 . We denote by

‖ · ‖q the Lq(Ω) norm for 1 ≤ q ≤ ∞ and by ‖ · ‖ the Dirichlet norm in
H1

0 (Ω). Let us also introduce the cone of nonnegative functions

K = {u ∈ H1
0 (Ω) : u ≥ 0 a.e. in Ω}.

Finally, for any u ∈ H1
0 (Ω), we denote its positive part by

u+(x) := max{u(x), 0}
and its negative part by

u−(x) := min{u(x), 0}.
Stationary solutions of (1.1) solve the elliptic problem{

−∆u = |u|p−1u in Ω
u = 0 on ∂Ω .

(2.1)

Problem (2.1) may be tackled with critical-point theory. Consider the energy
functional J and the Nehari functional K defined by

J(u) =
1
2

∫
Ω
|∇u|2 − 1

p + 1

∫
Ω
|u|p+1, K(u) =

∫
Ω
|∇u|2 −

∫
Ω
|u|p+1.

Then, J and K are of class C1 over H1
0 (Ω) and critical points of J are (weak)

solutions of (2.1). By the Moser iteration scheme and elliptic regularity, any
weak solution of (2.1) is in fact a smooth classical solution. In view of [3],
since p < n+2

n−2 , the functional J satisfies the Palais-Smale condition and (2.1)
admits at least a positive solution (called mountain pass solution) whose
energy d may be characterized by

d = min
u∈H1

0 (Ω)\{0}
max
s≥0

J(su) . (2.2)

The number d in (2.2) is called mountain pass level or potential well depth.
Consider the best Sobolev constant for the embedding H1

0 (Ω) ⊂ Lp+1(Ω):

Sp+1 = min
u∈H1

0 (Ω)\{0}

‖u‖2

‖u‖2
p+1

. (2.3)

As p < n+2
n−2 , the embedding is compact and the infimum in (2.3) is attained.

Then, it is well known (see, e.g. [33, Section 3]) that any mountain pass
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solution u of (2.1) is a minimizer for (2.3) (i.e. it satisfies ‖u‖2 = Sp+1‖u‖2
p+1)

and that Sp+1 is related to its energy:

d =
p − 1

2(p + 1)
S

(p+1)/(p−1)
p+1 . (2.4)

Clearly, (2.1) also admits a negative mountain pass solution. The uniqueness
of positive solutions and/or of mountain pass solutions for (2.1) strongly
depends on the geometry of the domain Ω. For instance, if Ω = B (the
unit ball), (2.1) admits a unique positive solution and hence a unique (up
to the sign) mountain pass solution; see [17, Lemma 2.3]. For uniqueness
results in more general convex domains, see [18]. On the other hand, Dancer
[10] exhibits domains Ω where (2.1) admits an arbitrarily large number of
positive solutions.

It is also known [3, 6], that (2.1) admits infinitely many nodal (sign-
changing) solutions of arbitrarily high energy. We remark that any nodal
solution of (2.1) has energy larger than the double of the mountain pass
level:

Theorem 1. Let u be a nodal solution of (2.1). Then, J(u) > 2d.

This observation seems to be known, but it is hardly mentioned in the
standard literature. For the reader’s convenience we give a proof in Section
4.1.

In the sequel, a crucial role is played by the Nehari manifold relative to
J , namely

N = {w ∈ H1
0 (Ω) \ {0} : K(w) = 0} . (2.5)

By studying the map s �→ K(su) for ‖u‖ = 1, it is easy to show that each half
line starting from the origin of H1

0 (Ω) intersects exactly once the manifold
N ; see [33, Lemma 2.2]. Clearly, N separates the two unbounded sets

N+ = {w ∈ H1
0 (Ω) : K(w) > 0} and N− = {w ∈ H1

0 (Ω) : K(w) < 0} .
(2.6)

We also need to consider the (open) sublevels of J :

Jk = {u ∈ H1
0 (Ω) : J(u) < k} .

It is readily seen that the mountain-pass level d defined in (2.2) may also be
characterized as

d = min
u∈N

J(u) . (2.7)
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Hence,

Na := N ∩ Ja ≡
{

u ∈ N : ‖u‖ <

√
2a(p + 1)

p − 1

}

= ∅ for all a > d .

(2.8)
The above alternative characterization of d also shows that

dist(0,N ) = min
u∈N

‖u‖ = δ :=

√
2d(p + 1)

p − 1
> 0 . (2.9)

We now define

λa = inf{‖u‖2 : u ∈ Na}, Λa = sup{‖u‖2 : u ∈ Na} for all a > d.

Clearly we have the following monotonicity properties

a �→ λa is nonincreasing , a �→ Λa is nondecreasing . (2.10)

We also put λ∞ = inf{‖u‖2 : u ∈ N}. In the first statement of the next
result we do not assume that p is subcritical: there, N is intended as a subset
of H1

0 (Ω) ∩ Lp+1(Ω).

Theorem 2. Assume that p > 1. Then
(i) if p > 1 + 4

n , then λ∞ = 0.
(ii) if p ≤ 1 + 4

n , then λ∞ > 0.
(iii) if p < n+2

n−2 and d < a < ∞, then 0 < λa < Λa < ∞.

Remark 1. The exponent p := 1 + 4
n is the largest exponent p for which

every weak solution of (1.1) is regular in the sense of [19, 20]. The exponent
p is also the critical exponent for the nonlinear Schrödinger equation

iut + ∆u + |u|p−1u = 0 in Rn ;

more precisely, it is the smallest value of p for which conservation of mass
and energy does not imply a global bound in energy space; see the recent
paper [4] and the references therein.

3. Results about the parabolic problem

3.1. Existence, uniqueness and behavior of solutions. In this subsec-
tion, we recall a number of known facts which are the starting point for our
analysis. We first consider the local solvability of (1.1):

Theorem 3. [8, 23, 47] For all u0 ∈ H1
0 (Ω) there exists T ∈ (0,∞] such

that (1.1) admits a unique solution u ∈ C0([0, T ); H1
0 (Ω))∩C1((0, T ); L2(Ω))
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which becomes a classical solution for t > 0. Moreover, if [0, T ∗) denotes the
maximal interval of continuation of u (as a classical solution), then

(i) if T ∗ < ∞ then ‖u(t)‖q → ∞ as t → T ∗ for all q ≥ 1 such that
n(p−1)

2 < q ≤ ∞;
(ii) if u0 ≥ 0, u0 
≡ 0, then u(x, t) > 0 in Ω × (0, T ∗) and ∂

∂ν u(x, t) < 0
on ∂Ω × (0, T ∗).

Existence, uniqueness, and regularity of the solutions are obtained in [23];
see also [24, Theorem 2.2]. For statement (i) see [47] and also [7]; the number
n(p − 1)/2 is sharp for this blow-up statement; see [14, 48]. Statement (ii)
follows from the comparison principle: just take v0 ≡ 0 in Proposition 1 in
the appendix.

Remark 2. Since p < n+2
n−2 , we also have n(p−1)

2 < 2n
n−2 . Therefore, Theo-

rem 3 (i) implies that ‖u(t)‖ → ∞ as t → T ∗.

In the following, we let T ∗(u0) denote the maximal existence time of the
solution with initial condition u0 ∈ H1

0 (Ω). Although not all the solutions
are global, with an abuse of notation, in the sequel we denote by

S(t) the nonlinear semigroup associated to (1.1);

therefore, instead of u = u(t) we will also write S(t)u0 for t < T ∗(u0). The
smoothing properties of this semigroup suggest that we consider the space

C1
0 (Ω) := {u ∈ C1(Ω) : u = 0 on ∂Ω} = C1(Ω) ∩ H1

0 (Ω),

endowed with the standard norm ‖ · ‖C1 of C1(Ω). The next result is con-
cerned with some features of global solutions. If T ∗(u0) = ∞, we denote
by

ω(u0) =
⋂
t≥0

{u(s) : s ≥ t}

the ω-limit set of u0 ∈ H1
0 (Ω). Here the closure is taken in H1

0 (Ω). Then,
we have

Theorem 4. [37, 39] Let u0 ∈ H1
0 (Ω) be such that T ∗(u0) = ∞. Then:

(i) The map t �→ ‖S(t)u0‖C1 is bounded on [δ,∞) for all δ > 0, and the
bound depends only on ‖u0‖ and δ.

(ii) The trajectory {S(t)u0 : t ≥ δ} is relatively compact in C1
0 (Ω) for all

δ > 0.
(iii) The ω-limit set ω(u0) is a nonempty compact and connected subset

of C1
0 (Ω) which consists of solutions of (2.1).



Finite time blow-up and global solutions 969

Properties (i) and (ii) have been established by Quittner [37, 39]. Prop-
erty (iii) follows in a standard way from (i) and (ii); see e.g. [42].

Remark 3. Statement (iii) implies that, up to a subsequence, {u(t)} con-
verges to some stationary solution. In general, it cannot be improved with
the statement that the whole trajectory converges; see [35] and references
therein. However, if the nonlinearity is analytic, then it is known that in fact
the statement holds true on the whole orbit; see [43] and [26]. Since p < n+2

n−2 ,
the nonlinearity |u|p−1u in equation (1.1) is analytic only if n = p = 3 or
n = 2 and p is any odd integer larger than 2. It has been pointed out to
us by Dancer that the map u �→ up is analytic for all p ∈ (1, n+2

n−2) when re-
stricted to open subsets of the positive cone in a weighted space of continuous
functions; see [11].

Definition 1. If case (ii) in Theorem 3 occurs, namely T ∗ < ∞, we say
that for u0 we have blow-up and that T ∗ is the blow-up time; we then
write u0 ∈ B. If T ∗(u0) = ∞, we write u0 ∈ G. Finally, when ω(u0) = {0}
(i.e., u(t) → 0 in H1

0 (Ω) as t → ∞), we say that we have vanishing and we
write u0 ∈ G0.

We conclude this preliminary subsection with some continuity properties
of T ∗ and S(t):

Theorem 5. [39] The function T ∗ : H1
0 (Ω) → (0,∞] is continuous. More-

over, for all u0 ∈ H1
0 (Ω) and for all t ∈ (0, T ∗(u0)), the semigroup S(t) maps

an H1
0 (Ω) neighborhood of u0 continuously into C1

0 (Ω).

3.2. Characterization of G and B. We start by showing that global solu-
tions of (1.1) have small time oscillations while blow-up solutions have large
time oscillations. First, we prove

Theorem 6. Assume that u0 ∈ G. Then, for any k > 0 we have

lim
t→∞

‖S(t + k)u0 − S(t)u0‖C1 = 0 .

Then, we show that (in case of blow-up) the L2 norm of ut diverges at a
higher rate when compared with the Lp+1 and H1

0 norms of the solution u:

Theorem 7. Assume that u0 ∈ B and let u(t) = S(t)u0. Then,

lim inf
t→T ∗

‖ut(t)‖2

‖u(t)‖p
p+1

> 0 , lim inf
t→T ∗

‖ut(t)‖2

‖u(t)‖2p/(p+1)
> 0 .

We now characterize topologically the sets B and G.
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Theorem 8. The set G is closed in H1
0 (Ω). The set B is open in H1

0 (Ω). The
sets G, ∂G, ∂G0 and B are invariant under the semiflow of (1.1). Finally,
int(G) = G0.

The first three statements had first been noted by Cazenave-Lions [8,
Lemma 9], but with respect to the topology of C0(Ω) instead of H1

0 (Ω).
The last statement (the most important for our purposes) is only known
for convex C2 nonlinearities; see [27, Theorem 2.1]. In equation (1.1) the
nonlinearity is not convex and it is C2 only if p > 2.

Next we note that the sets

S± := {u ∈ C1
0 (Ω) : ±u > 0 in Ω, ±∂u

∂ν
< 0 on ∂Ω}

and

Sn := {u ∈ C1
0 (Ω) : u(x) < 0 < u(y) for some points x, y ∈ Ω}

are open and disjoint in C1
0 (Ω). Moreover, by the Hopf boundary lemma,

every nontrivial solution of (2.1) lies either in S+, in S−, or in Sn. Hence,
from Theorem 4 (iii) we deduce

Corollary 1. Let u0 ∈ ∂G = G \ G0. Then precisely one of the following
three cases occurs:

(a) ω(u0) ⊂ S+ (b) ω(u0) ⊂ S− (c) ω(u0) ⊂ Sn .

As a straightforward consequence of Theorem 1 and Corollary 1, we obtain
a further result in domains Ω ⊂ Rn which admit a unique positive solution
v for (2.1); see [17, Lemma 2.3] and [18] for some examples of such domains.
More precisely, we find data u0 ∈ ∂G for which S(t)u0 converges to v as
t → ∞.

Corollary 2. Assume that Ω is a domain admitting a unique positive solu-
tion v of (2.1). Then,

(i) for all u0 ∈ ∂G ∩ K we have ‖S(t)u0 − v‖C1 → 0 as t → ∞.
(ii) for all u0 ∈ ∂G ∩J2d we have either ‖S(t)u0 − v‖C1 → 0 or ‖S(t)u0 +

v‖C1 → 0 as t → ∞.

Part (i) is stated in [8, Remarque 14] for continuous initial data.

3.3. Low energy initial data and applications of the comparison
principle. We recall here a result from [24]; see also previous work in [33,
45]. It classifies the evolution of solutions of (1.1) with initial datum u0

having energy below the mountain pass level.

Theorem 9. [24] We have (Jd ∩N+) ⊂ G0 and (Jd ∩N−) ⊂ B.
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We give a short proof of Theorem 9 in Section 4.6. In particular, Theorem
9 and (2.9) yield

Corollary 3. If ‖u0‖ ≤
√

2d, then u0 ∈ G0.

In view of Theorem 9, we are led to study the behavior of solutions of (1.1)
whose initial datum u0 has energy J(u0) larger than d. A first observation
in this direction is given by:

Corollary 4. If u+
0 , u−

0 ∈ Jd ∩N+, then u0 ∈ G0.

This follows from the fact that S(t)u+
0 → 0 and S(t)u−

0 → 0 in H1
0 (Ω) by

Theorem 9, hence S(t)u0 → 0 by the comparison principle; see Proposition 1
below. Note that if u+

0 , u−
0 ∈ Jd ∩ N+, then K(u0) = K(u+

0 ) + K(u−
0 ) > 0

and J(u0) = J(u+
0 ) + J(u−

0 ) < 2d so that u0 ∈ N+ but J(u0) may be larger
than the mountain pass level d.

Similarly, from Corollary 3 and the comparison principle we also immedi-
ately deduce

Corollary 5. If ‖u+
0 ‖ ≤

√
2d and ‖u−

0 ‖ ≤
√

2d, then u0 ∈ G0.

The next statement exploits the comparison between the initial datum u0

with stationary solutions:

Theorem 10. Let v be a nontrivial solution of (2.1), and let u0 ∈ H1
0 (Ω),

u0 
≡ ±v.
(i) If v+ 
= 0 and u0 ≥ v, then u0 ∈ B.
(ii) If v− 
= 0 and u0 ≤ v, then u0 ∈ B.
(iii) If v > 0 and −v ≤ u0 ≤ v, then u0 ∈ G0.

In the special case where v > 0, statements (i) and (iii) are essentially
due to Fujita [15]; see also [12] for a different proof in this case.

By the comparison principle, vanishing and blow-up are simply charac-
terized for initial data in the cone of nonnegative functions; in the next
statement we complement a result by Lions [27]:

Theorem 11. For all u0 ∈ K \ {0} there exists α∗ = α∗(u0) > 0 such that:
(i) if 0 ≤ α < α∗, then αu0 ∈ G0.
(ii) α∗u0 ∈ ∂G.
(iii) if α > α∗, then αu0 ∈ B.

Moreover, if v denotes a positive mountain pass solution of (2.1) and Sp+1

is as in (2.3), then

α∗ ≤
(2p

p

)1/(p−1) (p − 1
p + 1

S
(p+1)/(p−1)
p+1

)1/p
‖v‖(p−1)/p

1

( ∫
Ω

u0v
)−1

, (3.1)



972 Filippo Gazzola and Tobias Weth

the blow-up time Tα := T ∗(αu0) is decreasing with respect to α and

lim sup
α→∞

αp−1Tα ≤ 1
p − 1

(‖u0‖1

‖u0‖2
2

)p−1
. (3.2)

Theorem 11 complements [27, Theorem 2.1] with the new estimates (3.1)
and (3.2). We obtain (3.1) and (3.2) thanks to the clever use of Young’s
inequality suggested by Mitidieri-Pohožaev [29]. This method was already
used in [16] for a different class of semilinear parabolic problems. Both (3.1)
and (3.2) follow from a general result (see Lemma 6 below) which may be
easily used to obtain many other similar estimates. Let us recall that the
standard test of (1.1) with the first eigenfunction e1 of −∆ gives an upper
bound for α∗ in terms of

∫
Ω u0e1; in (3.1), the upper bound depends on∫

Ω u0v. Finally, the asymptotic estimate Tα ≤ Cα1−p is probably sharp; see
[31] for the optimal blow-up estimate of the corresponding Cauchy problem
in Rn and for bounded initial data u0; in such a case, the constant C depends
on ‖u0‖∞ while in our case it merely depends on the ratio ‖u0‖1/‖u0‖2

2.

3.4. High energy initial data. Recalling that (Jd ∩ N+) ⊂ G0 by The-
orem 9, one might ask whether N+ ⊂ G0. At first glance this appears
reasonable since Lemma 7 below implies that, in a weak sense, (1.1) is dis-
sipative in N+. However, the following result shows that initial data in N+

with high energy may generate both vanishing solutions and solutions which
blow up.

Theorem 12. For any M > 0, there exist uM , vM ∈ N+ ∩ K ∩ C1
0 (Ω) with

J(uM ), J(vM ) ≥ M and uM ∈ G0, vM ∈ B.

Such initial data uM , vM can be constructed with the help of Theorem 10;
see Section 4.9. One may ask whether also singular initial data in G0\L∞(Ω)
occur at arbitrarily high energy, since these can not be found by a direct
comparison with solutions of (2.1). They can, however, be found by adding
to uM a small perturbation in H1

0 (Ω) \ L∞(Ω) and using the fact that N+,
B, and G0 are all open in H1

0 (Ω).
Next, we establish some general criteria to decide whether a given initial

datum at possibly high energy level gives rise to vanishing or blow-up. Recall
the definition of λ∞ in Section 2.

Theorem 13. If p ≤ 1 + 4
n , then the L2 ball {u ∈ H1

0 (Ω) : ‖u‖2 < λ∞}
is contained in G0, and it is positively invariant under the semiflow S(t).
Moreover, λ∞ is the largest radius with this property.
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In [44] it was proved that the zero solution is stable in Lr(Ω) if and only
if p ≤ 1+ 2r

n . Theorem 13 provides optimal information for the case r = 2 in
terms of the variationally characterized value λ∞. Next we give a criterion
for blow-up.

Theorem 14. Assume that u0 ∈ H1
0 (Ω) satisfies

‖u0‖p+1
2 ≥ 2(p + 1)

p − 1
|Ω|(p−1)/2 J(u0) . (3.3)

Then, u0 ∈ N− ∩ B.

With the help of this criterion we can exhibit a class of initial data in N−
with arbitrarily high energy which gives rise to blow-up.

Theorem 15. For any M > 0 there exists uM ∈ N− such that J(uM ) ≥ M
and uM ∈ B.

We deduce Theorems 13 and 14 from more general criteria of variational
type; see Lemma 8 below.

3.5. Some open problems. By Theorem 9, low energy data u0 lead to
vanishing if u0 ∈ N+ and to blow-up if u0 ∈ N−. On the other hand,
Theorem 12 shows that initial data in N+ with high energy in general can
lead to both vanishing and blow-up. Moreover, by Theorem 15 we exhibit
a class of initial data u0 ∈ N− which gives rise to blow-up. This naturally
leads to the following question: do we have G0 ⊂ N+, or N− ⊂ B ? A simpler
question related to Theorem 11 is the following: for u0 ∈ K\{0} do we have
α∗u0 ∈ N+ ∪N ?

For all u0 ∈ H1
0 (Ω) with ‖u0‖ = 1 let

α(u0) = inf{α > 0 : αu0 ∈ B} and α(u0) = sup{α > 0 : αu0 ∈ G};
by Theorem 9 we have

√
2d < α(u0) ≤ α(u0) < ∞, where d > 0 is the

mountain pass level. If u0 ∈ ±K, Theorem 11 ensures that α(u0) = α(u0) =
α∗(u0). Do we have α(u0) = α(u0) also for nodal u0? If affirmative, then ∂G
would simply be a surface of codimension 1 such that any half line starting
from the origin 0 ∈ H1

0 (Ω) intersects ∂G exactly once. Note that if u0 is
nodal, then u+

0 > u0 > u−
0 so that, according to Theorems 3, 4, and the

comparison principle, we have α(u0) ≥ min{α∗(u+
0 ), α∗(u−

0 )}. One may also
weaken the just-raised question and ask whether the equality ∂G = ∂G0 = ∂B
holds. If this is true, then in particular every nontrivial stationary solution of
(2.1) lies on ∂G0. Moreover, we then would expect that every nondegenerate
nontrivial stationary solution can be connected to zero via a heteroclinic
orbit.
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A further challenging problem seems to be the localization of heteroclinics
in ∂G. Take two (possibly nodal) solutions u1 and u2 of (2.1) such that
J(u2) < J(u1). Under which additional assumptions can we find a global
solution u : R → H1

0 (Ω) of (1.1) such that u(t) → u1 as t → −∞ and
u(t) → u2 as t → ∞? In view of Theorem 8, these orbits lie entirely over
∂G. Some promising results on heteroclinics in the multidimensional case
can be found in [2] for a somewhat different class of equations.

We think that progress on these open problems can lead to a much better
understanding of the evolution of (1.1).

4. Proof of the main results

4.1. Proof of Theorem 1. Let u be a nodal solution of (2.1) and note first
that

|u(x)|p−1u(x)u+(x) = |u+(x)|p+1 for a.e. x ∈ Ω . (4.1)

Clearly, u+ is not a minimizer for the Sobolev ratio (2.3); otherwise, a mul-
tiple of u+ would be a (smooth) solution of (2.1) so that by the maximum
principle we would have u+ > 0 in Ω, contradicting u 
∈ K. Hence, by the
(strict) Sobolev inequality and an integration by parts, we obtain

Sp+1‖u+‖2
p+1 < ‖u+‖2 =

∫
Ω
∇u∇u+ = −

∫
Ω

∆u u+ ;

therefore, using (4.1) and the fact that u solves (2.1), we infer

Sp+1‖u+‖2
p+1 <

∫
Ω
|u|p−1u u+ =

∫
Ω
|u+|p+1 .

We may so conclude that

‖u+‖p+1 > S
1/(p−1)
p+1 . (4.2)

Arguing similarly for the negative part u−, we also get

‖u−‖p+1 > S
1/(p−1)
p+1 . (4.3)

By (4.2)-(4.3) and recalling that u ∈ N (so that K(u) = 0) we have

J(u) =
p − 1

2(p + 1)
‖u‖p+1

p+1 =
p − 1

2(p + 1)

(
‖u+‖p+1

p+1 + ‖u−‖p+1
p+1

)
>

p − 1
p + 1

S
(p+1)/(p−1)
p+1 = 2d

the last equality being a consequence of (2.4).
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4.2. Proof of Theorem 2. (i) Take u ∈ C∞
c (Ω) ∩ N . This is possible by

taking eventually v = γu with

γ =
( ‖u‖2

‖u‖p+1
p+1

)1/(p−1)
.

With no loss of generality, we may assume that O ∈ Ω′ :=supp(u). For any
k ∈ N put

uk(x) =
{

k2/(p−1)u(kx) if x ∈ Ω′
k

0 if x ∈ Ω \ Ω′
k .

(4.4)

Then, since 4
p−1 < n, we have

‖uk‖2
2 = k4/(p−1)

∫
Ω′/k

u2(kx)dx = k4/(p−1)−n

∫
Ω′

u2(y)dy → 0 as k → ∞ .

(4.5)
Moreover, similar calculations lead to

‖uk‖p+1
p+1 = k2(p+1)/(p−1)−n‖u‖p+1

p+1 = k2(p+1)/(p−1)−n‖u‖2 = ‖uk‖2

which shows that {uk} ⊂ N . Together with (4.5), this proves (i).
(ii) By the Gagliardo-Nirenberg inequality, we have

‖u‖p+1
p+1 ≤ C‖u‖n(p−1)/2 · ‖u‖α

2 for all u ∈ H1
0 (Ω) , (4.6)

where α = p + 1 − n(p−1)
2 > 0 since p < n+2

n−2 . If u ∈ N , (4.6) becomes

‖u‖2−n(p−1)/2 ≤ C‖u‖α
2 for all u ∈ N . (4.7)

Recalling (2.9) and p ≤ 1 + 4
n (i.e. 2 − n(p − 1)/2 ≥ 0), (4.7) proves (ii).

(iii) By (2.9) and the assumption that u ∈ Na, the left-hand side of (4.7)
remains bounded away from 0 no matter what the sign of 2 − n(p − 1)/2
is. This proves λa > 0. Moreover, Λa < ∞ just follows from the Poincaré
inequality.

4.3. Proof of Theorem 6. Let u0 ∈ G and let u(t) := S(t)u0. If we
differentiate the map t �→ J(u(t)) with respect to t and we use (1.1), we get

d

dt
J(u(t)) = −

∫
Ω

u2
t (t) for all t ∈ (0, T ∗) . (4.8)

Thus, t �→ J(u(t)) is decreasing; since it is also bounded from below by
Theorem 4, we know that

lim
t→∞

J(u(t)) = L for some L ∈ (−∞, J(u0)) . (4.9)
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By the Fubini theorem, Hölder’s inequality and (4.8), we obtain∫
Ω
|u(x, t+k)−u(x, t)|dx =

∫
Ω

∣∣∣ ∫ t+k

t
us(x, s) ds

∣∣∣dx ≤
∫ t+k

t

∫
Ω
|us(x, s)| dx ds

≤
√

k|Ω|
{∫ t+k

t

∫
Ω

u2
s(x, s) dx ds

}1/2
=

√
k|Ω| {J(u(t)) − J(u(t + k))}1/2 .

(4.10)
If we let t → ∞, then the right-hand side of (4.10) tends to 0 (recall (4.9)).
This method to obtain ‖u(t+k)−u(t)‖1 → 0 is picked from [9]. To see that
‖u(t+ k)−u(t)‖C1 → 0, assume by contradiction that there exist k > 0 and
a sequence tn → ∞ such that

‖u(tn) − u(tn + k)‖C1 ≥ ε > 0 for all n.

By Theorem 4 (ii), we may pass to a subsequence such that u(tn) → u1 ∈
C1

0 (Ω) and u(tn + k) → u2 ∈ C1
0 (Ω). Hence

‖u1 − u2‖C1 = lim
n→∞

‖u(tn) − u(tn + k)‖C1 ≥ ε.

On the other hand, in view of (4.10),

‖u1 − u2‖1 = lim
n→∞

‖u(tn) − u(tn + k)‖1 = 0 .

This is a contradiction, and Theorem 6 is proved.

4.4. Proof of Theorem 7. Note first that (4.8) gives

J ′(u0) 
= 0 =⇒ J(u(t)) < J(u0) for all t ∈ (0, T ∗) . (4.11)

Then,

J(u0) > J(u(t)) =
1
2
K(u(t)) +

p − 1
2(p + 1)

‖u(t)‖p+1
p+1 for all t ∈ (0, T ∗) .

(4.12)
Next, multiply (1.1) by u(t), integrate by parts and use Hölder’s inequality
to obtain

−K(u(t)) =
∫

Ω
u(t)ut(t) ≤ ‖u(t)‖2‖ut(t)‖2 for all t ∈ [0, T ∗) . (4.13)

By (4.13) and Young’s inequality, for all ε > 0 there exists Cε > 0 such that

−K(u(t)) ≤ ε‖u(t)‖p+1
p+1 + Cε‖ut(t)‖(p+1)/p

2 for all t ∈ [0, T ∗) , (4.14)
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where we also used Hölder’s inequality. By Theorem 3, we know that
‖u(t)‖p+1 → ∞ as t → T ∗; therefore, by taking ε sufficiently small and
by combining (4.12) and (4.14), we get

c‖u(t)‖p+1
p+1 ≤ ‖ut(t)‖(p+1)/p

2 for t → T ∗ .

By taking the liminf of the ratio as t → T ∗, we obtain the first statement.
In order to obtain the second statement, it suffices to note that (4.12)

entails K(u(t)) → −∞ (namely, ‖u(t)‖2 � ‖u(t)‖p+1
p+1) as t → T ∗.

4.5. Proof of Theorem 8. We first prove the “topological” part of Theo-
rem 8, namely

Lemma 1. The set G is closed in H1
0 (Ω). The set B is open in H1

0 (Ω). The
set G0 is open in H1

0 (Ω). The sets G, B, G0, ∂G, and ∂G0 are invariant under
the semiflow of (1.1).

Proof. Since B := {u0 ∈ H1
0 (Ω) : T ∗(u0) < ∞}, we deduce from Theorem 5

that B is open in H1
0 (Ω). Hence G ⊂ H1

0 (Ω) is closed. Next we note that
the origin of H1

0 (Ω) is a nondegenerate local minimum for the functional J .
Hence, the continuous dependence (Theorem 5) implies that G0 is open.

It is clear that G, G0, and B are invariant under the semiflow of (1.1). We
now prove that also ∂G is invariant. By contradiction, assume that there
exists u0 ∈ ∂G and γ > 0 such that S(γ)u0 ∈ int(G). By Theorem 5, there is
an H1

0 (Ω) neigborhood U of u0 which by S(γ) is mapped into int(G). Hence
U ⊂ G, which contradicts the fact that u0 ∈ ∂G. The invariance of ∂G0

follows from a similar argument. �

The rest of the section is occupied with the proof of the identity G0 =
int(G). A rather implicit proof of this identity can be obtained by suitably
combining different results of P.L. Lions (see [28] and [27]) and reinterpret-
ing them in the light of more recent a priori estimates; see Theorem 4. A
comprehensive abstract approach to this kind of problems has already been
developed by Hirsch [22]. However, since in our special context the argu-
ments simplify considerably, we give a self-contained proof here. We need
three lemmas.

Lemma 2. If u is a nontrivial solution of (2.1), then J ′′(u)(u, u) < 0, and
the first eigenvalue of the eigenvalue problem

−∆ψ − p|u|p−1ψ = λψ in Ω, ψ = 0 on ∂Ω, (4.15)

is negative.
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Proof. A nontrivial solution u of (2.1) satisfies
∫
Ω |∇u|2 =

∫
Ω |u|p+1, and

hence J ′′(u)(u, u) =
∫
Ω |∇u|2 − p

∫
Ω |u|p+1 < 0. Consequently, the first

eigenvalue of (4.15) is negative. �
Lemma 3. Assume that v1, v2 ∈ H1

0 (Ω)\{0} solve (2.1) with v1 ≤ v2. Then,
either v1 < 0 < v2 or v1 ≡ v2.

Proof. Suppose that v1 
≡ v2. Then, by comparison, v1 < v2 in Ω and
∂v1
∂ν > ∂v2

∂ν on ∂Ω. By Lemma 2, the first eigenvalues λv1 and λv2 of the
Dirichlet eigenvalue problems

−∆ψ − p|vi|p−1ψ = λψ in Ω, ψ = 0 on ∂Ω, i = 1, 2,

are negative. Denote by e1 (respectively e2) corresponding positive first
eigenfunctions; then

J ′′(v1)(e1, e1) < 0 and J ′′(v2)(e2, e2) < 0

Since J ′′ is continuous, we have

J(v1 + δe1) = J(v1) +
δ2

2
J ′′(v1)(e1, e1) + o(δ2) < J(v1) (4.16)

and

J(v2 − δe2) = J(v2) +
δ2

2
J ′′(v2)(e2, e2) + o(δ2) < J(v2) (4.17)

for sufficiently small δ > 0. Consider now the closed set

Q = {w ∈ H1
0 (Ω) : v1 ≤ w ≤ v2 a.e. in Ω} ⊂ H1

0 (Ω),

and put m := infu∈Q J(u). Since v1 < v1 + δe1 < v2 − δe2 < v2 for small
δ > 0; (4.16) and (4.17) imply that

m < min{J(v1), J(v2)}. (4.18)

We claim that m is achieved by a function w ∈ Q. Indeed, let {wn}n ⊂ Q
be a minimizing sequence for J |Q. Then

‖wn‖2 = 2J(wn) +
2

p + 1

∫
Ω
|wn|p+1

≤ 2J(wn) +
2

p + 1

∫
Ω
(|v1|p+1 + |v2|p+1) ≤ C,

where C > 0 is a constant independent of n. Passing to a subsequence, we
have wn ⇀ w ∈ H1

0 (Ω) and

wn → w a.e. in Ω,

∫
Ω
|wn|p+1 →

∫
Ω
|w|p+1.
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We conclude that w ∈ Q and that

J(w) =
1
2
‖w‖2 − 1

p + 1
‖w‖p+1

p+1 ≤ 1
2

lim inf
n→∞

‖wn‖2 − 1
p + 1

lim
n→∞

‖wn‖p+1
p+1

= lim inf
n→∞

J(wn) = m.

This forces J(w) = m so that w is a minimizer for J |Q. By (4.18) we
have w 
= v1, w 
= v2. Moreover, the comparison principle implies that
S(t)w ∈ Q and therefore J(S(t)w) ≥ m for all t ≥ 0. On the other hand, by
(4.8) we know that t �→ J(S(t)w) is strictly decreasing along nonconstant
trajectories. These two facts enable us to conclude that S(t)w = w for every
t ≥ 0. Consequently, w is a solution of (2.1) and by comparison we have
v1 < w < v2 in Ω and ∂v1

∂ν > ∂w
∂ν > ∂v2

∂ν on ∂Ω. Hence, for |t| sufficiently
small we have (1 + t)w ∈ Q so that the minimization property of w yields

J ′′(w)(w, w) = 2 lim
t→0

J((1 + t)w) − J(w)
t2

≥ 0.

By Lemma 2, this implies w ≡ 0 and completes the proof. �

Remark 4. The result and the proof of Lemma 3 carry over to the case
where v1 is a subsolution and v2 is a supersolution of (2.1).

Lemma 4. Let u0 ∈ G \ G0. Then
(i) if ω(u0) ⊂ S+ ∪ Sn (cf. Corollary 1), then v0 ∈ B for every v0 ≥ u0,

v0 
= u0.
(ii) if ω(u0) ⊂ S− ∪ Sn, then v0 ∈ B for every v0 ≤ u0, v0 
= u0.

Proof. We only prove (i). Let u0 ∈ G and v0 ≥ u0, v0 
= u0. Then v0 
∈ G0

by comparison and the assumption on ω(u0). We denote u(t) := S(t)u0

and v(t) := S(t)v0; we assume by contradiction that v0 ∈ G \ G0 and we
distinguish the following cases.

Case 1: There is ε > 0 and a sequence tn → ∞ such that ‖v(tn) −
u(tn)‖C1 ≥ ε for all n.

Case 2: ‖v(t) − u(t)‖C1 → 0 as t → ∞.
If Case 1 occurs, by compactness of ω(u0) and ω(v0) (see Theorem 4 (iii)),

we may pass to a subsequence such that u(tn) → û and v(tn) → v̂ in C1
0 (Ω),

where û, v̂ are nontrivial solutions of (2.1). By comparison we have û ≤ v̂,
whereas û is not negative by assumption. Hence, Lemma 3 yields û = v̂.
But this is impossible, since

‖v̂ − û‖C1 = lim
n→∞

‖v(tn) − u(tn)‖C1 ≥ ε.
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We now suppose that Case 2 occurs. For every φ ∈ ω(u0), let λφ be the first
eigenvalue of the Dirichlet eigenvalue problem

−∆ψ − p|φ|p−1ψ = λψ in Ω, ψ = 0 on ∂Ω,

and let eφ denote the unique positive L∞ normalized eigenfunction corre-
sponding to λφ. Then

λ0 := sup
φ∈ω(u0)

λφ < 0

by Lemma 2 and the compactness of ω(u0) in C1
0 (Ω). Moreover, let θ ∈ C(Ω)

denote the distance function to the boundary ∂Ω; that is, θ(x) = dist(x, ∂Ω)
for x ∈ Ω. Then, again by compactness, there are C1, C2 > 0 such that

C1θ(x) ≤ eφ(x) ≤ C2θ(x) for all φ ∈ ω(u0), x ∈ Ω. (4.19)

Let w(t) = v(t) − u(t); then w(x, t) > 0 for x ∈ Ω, t > 0, and w solves the
equation

wt = ∆w + V (t)w
where V (t) := V (·, t) ∈ L∞(Ω) is given by

V (x, t) = p

∫ 1

0
|u(x, t) + sw(x, t)|p−1 ds for x ∈ Ω, t ≥ 0.

Now fix τ > 0 such that C2 ≤ C1e
|λ0|
2

τ . We claim that

inf
φ∈ω(u0)

sup
t≤s≤t+τ

‖V (s) − p|φ|p−1‖∞ → 0 as t → ∞. (4.20)

Indeed, suppose by contradiction that for a sequence tn → ∞ and some
ε > 0 we have

inf
φ∈ω(u0)

sup
tn≤s≤tn+τ

‖V (s) − p|φ|p−1‖∞ > ε for all n. (4.21)

By Theorems 4 and 6 there exist φ ∈ ω(u0) and a subsequence – still denoted
by tn – such that

sup
tn≤s≤tn+τ

‖u(s) − φ‖∞ → 0 as n → ∞.

Moreover, recalling that ‖w(t)‖C1 → 0 as t → ∞, we obtain

sup
tn≤s≤tn+τ

‖V (s) − p|φ|p−1‖∞ → 0 as n → ∞.

This contradicts (4.21) and proves (4.20). We may therefore take T0 > 0
such that

inf
φ∈ω(u0)

sup
t≤s≤t+τ

‖V (s) − p|φ|p−1‖∞ ≤ |λ0|
2

for t ≥ T0. (4.22)
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Next, we claim that∫
Ω

w(t + τ)θ ≥
∫

Ω
w(t)θ for t ≥ T0. (4.23)

Indeed, by (4.22) and compactness, for any t ≥ T0 we may find φ ∈ ω(u0)
such that ‖V (s) − p|φ|p−1‖∞ ≤ |λ0|

2 for all s ∈ [t, t + τ ]. Then

d

ds

∫
Ω

w(s)eφ =
∫

Ω
(∆w(s) + V (s)w(s))eφ =

∫
Ω

w(s)(∆eφ + V (s)eφ)

=
∫

Ω
[V (s) − p|φ|p−1 − λφ]w(s)eφ ≥ |λ0|

2

∫
Ω

w(s)eφ

for s ∈ [t, t + τ ]. Combining this with (4.19), we get

C2

∫
Ω

w(t + τ)θ ≥
∫

Ω
w(t + τ)eφ ≥ e

|λ0|
2

τ

∫
Ω

w(t)eφ ≥ C1e
|λ0|
2

τ

∫
Ω

w(t)θ.

By our choice of τ this amounts to (4.23). An iterated use of (4.23) gives∫
Ω

w(T0 + lτ)θ ≥
∫

Ω
w(T0)θ > 0

for every l ∈ N, which contradicts the assumption that ‖w(t)‖C1 → 0 as
t → ∞. The proof is finished. �

We may now conclude the proof of Theorem 8. From Lemma 4 it follows
that G \ G0 ⊂ ∂G. Since by Lemma 1 the set G0 is open, we infer that
int(G) = G0.

4.6. Proof of Theorem 9. We first recall the following:

Lemma 5. We have J(u) > 0 for any u ∈ N+. Moreover, for all u ∈ N ,
we have J(u) = maxs≥0 J(su). Finally, for any k > 0 the set Jk ∩ N+ is
bounded in H1

0 (Ω).

Proof. For the first two statements it suffices to study the monotonicity
of the map s �→ J(su) for all u ∈ H1

0 (Ω) such that ‖u‖ = 1. For the
third statement, note that the two conditions J(u) < k and K(u) > 0 yield
‖u‖2 < k 2(p+1)

p−1 . �

Let u(t) := S(t)u0. Since J(u0) < d, by (4.8) we infer that J(u(t)) <
d for all t ∈ [0, T ∗(u0)). Therefore, (2.7) tells us that u(t) 
∈ N for all
t ∈ [0, T ∗(u0)) and that {u(t)} cannot approach N as t → T ∗. Hence, if
u0 ∈ N− then u(t) ∈ Jd∩N− for all t; since there are no solutions of (2.1) in
N−, {u(t)} blows up in finite time by Theorems 3-4. On the other hand, if
u0 ∈ N+ then u(t) ∈ Jd ∩ N+ for all t and {u(t)} remains bounded in view
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of Lemma 5; by Theorem 3, this shows that u0 ∈ G. Since u ≡ 0 is the only
solution of (2.1) in Jd, we conclude that u0 ∈ G0.

4.7. Proof of Theorem 10. This is essentially a consequence of Lemma 4.
Let v be a nontrivial solution of (2.1), so that v ∈ G \ G0. If v+ 
= 0,
then Lemma 4 (i) yields u0 ∈ B for every u0 ≥ v, u0 
= v. Analogously, if
v− 
= 0, then Lemma 4 (ii) yields u0 ∈ B for every u0 ≤ v, u0 
= v. Finally,
suppose that v > 0 and −v ≤ u0 ≤ v; then u0 ∈ G by comparison. Moreover,
−v 
= u0 
= v implies that −v < S(1)u0 < v in Ω and −∂v

∂ν > ∂
∂ν [S(1)u0] > ∂v

∂ν

on ∂Ω. Hence S(1)u0 belongs to the interior of G ∩ C1
0 (Ω) with respect to

the C1 topology. By Theorems 5 and 8 we conclude that u0 ∈ int(G) = G0.

4.8. Proof of Theorem 11. Throughout this section we fix u0 ∈ K \ {0}
and for all α ≥ 0 we put uα(t) := S(t)[αu0] (the unique local solution of
(1.1) with initial datum uα(0) = αu0) and Tα := T ∗(αu0).

By Theorem 3 (ii), uα(t) ∈ K for all t ∈ [0, Tα). Therefore, uα also solves
the equation ut − ∆u = |u|p where the nonlinearity is now convex. Define

α∗ := inf{α ≥ 0 : αu0 ∈ B} .

By [27, Theorem 2.1] (see also [8, Remarque 13]), we know that statements
(i) − (iii) hold. By comparison, we have that α �→ Tα is decreasing over
(α∗,∞). Hence, to conclude the proof of Theorem 11, we only have to prove
(3.1) and (3.2). To this end, we introduce the following classes

L : =
{

ψ ∈ Lip[0,∞) : ψ(0) = 1, ψ ≥ 0, ψ(t) = 0 for all t ≥ 1,

|ψ′|p/(p−1)

ψ1/(p−1)
∈ L1(0, 1)

}
T : =

{
w ∈ W 2,1(Ω) : w ≥ 0 a.e. in Ω,

|∆w|p/(p−1)

w1/(p−1)
∈ L1(Ω)

}
.

Note that L, T 
= ∅; in particular, T contains any positive solution of (2.1),
the first positive eigenfunction of −∆, and suitable functions w ∈ C2

c (Ω); see
the proof of [30, Theorem 2.5].

We prove the following general result:

Lemma 6. Assume that Tα < ∞. Then for all ψ ∈ L, all w ∈ T, all
γ ≥ T−1

α , and all δ ∈ (0, p1/p), we have

α

∫
Ω

u0w ≤ p − 1
p

[ γ−1

δp/(p−1)

∫ 1

0
ψ(t)dt

∫
Ω

|∆w|p/(p−1)

w1/(p−1)
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+
‖w‖1γ

1/(p−1)

(p − δp)1/(p−1)

∫ 1

0

|ψ′(t)|p/(p−1)

ψ1/(p−1)(t)
dt

]
.

Proof. For all γ ≥ T−1
α let φγ(x, t) = ψ(γt)w(x) so that φγ(x, t) ≡ 0 for

t ≥ 1/γ; multiply (1.1) by φγ and integrate by parts over Ω × [0, 1/γ] to
obtain

α

∫
Ω

u0(x)w(x) dx +
∫ 1/γ

0

∫
Ω
(uα)p(x, t)ψ(γt)w(x) dx dt (4.24)

= −
∫ 1/γ

0

∫
Ω

uα(x, t)ψ(γt)∆w(x) dx dt − γ

∫ 1/γ

0

∫
Ω

uα(x, t)ψ′(γt)w(x) dx dt

≤
∫ 1/γ

0

∫
Ω

uα(x, t)ψ(γt)|∆w|(x)dx dt + γ

∫ 1/γ

0

∫
Ω

uα(x, t)|ψ′(γt)|w(x)dx dt.

In order to estimate further (4.24), we make use of Young’s inequality in the
following form:

ab ≤ δp

p
ap +

p − 1
pδp/(p−1)

bp/(p−1) for all a, b, δ > 0.

More precisely, for all δ > 0 we have

uαψ|∆w| = uα[ψw]1/p · ψ|∆w|
[ψw]1/p

≤ δp

p
(uα)pψw +

p − 1
pδp/(p−1)

ψ
|∆w|p/(p−1)

w1/(p−1)
;

similarly, for all η > 0, we have

γuα|ψ′|w = uα[ψw]1/p γ|ψ′|w
[ψw]1/p

≤ ηp

p
(uα)pψw+

p − 1
pηp/(p−1)

γp/(p−1) |ψ′|p/(p−1)

ψ1/(p−1)
w.

Taking these into account, and assuming that δp + ηp = p, the estimate in
(4.24) yields the result after the change of variables γt �→ t. �

We now make particular choices of the functions ψ and w in Lemma 6.
We first take

ψq(t) :=
{

(1 − t)q if t ∈ [0, 1]
0 if t ≥ 1 ;

note that if q > 1
p−1 , then ψq ∈ L and∫ 1

0
ψq(t)dt =

1
q + 1

,

∫ 1

0

|ψ′
q(t)|p/(p−1)

ψ
1/(p−1)
q (t)

dt =
qp/(p−1)

q − 1
p−1

.
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In order to prove (3.1), let v be a positive mountain pass solution of (2.1);
then ∫

Ω

|∆v|p/(p−1)

v1/(p−1)
=

∫
Ω

vp+1 = S
(p+1)/(p−1)
p+1 .

Let α > α∗ (so that Tα < ∞) and take δp = p
2 , w = v, and ψ = ψq with

q = 2
p−1 ; with these choices, Lemma 6 entails

α

∫
Ω

u0v ≤ (p − 1)2 21/(p−1)

pp/(p−1)

[S
(p+1)/(p−1)
p+1

p + 1
1
γ

+
( 2

p − 1

)p/(p−1)
‖v‖1γ

1/(p−1)
]

(4.25)
for all γ ≥ T−1

α . Since Tα∗ = +∞, if we let α ↓ α∗ in (4.25), then (4.25) holds
true for any γ > 0 whenever α = α∗; then, by minimizing the right-hand
side of (4.25) with respect to γ we get (3.1).

In order to prove (3.2), take a sequence {um} ⊂ C∞
c (Ω) such that um > 0

in the interior of its support and um → u0 in L2(Ω) as m → ∞; as noticed
above, we have {um} ⊂ T. Assume that α is sufficiently large to ensure
Tα < ∞; then, by applying Lemma 6 with ψ = ψq and w = um we obtain

α

∫
Ω

u0um (4.26)

≤ p − 1
p

[ γ−1

(q + 1)δp/(p−1)

∫
Ω

|∆um|p/(p−1)

u
1/(p−1)
m

+
‖um‖1γ

1/(p−1)

(p − δp)1/(p−1)

qp/(p−1)

q − 1
p−1

]
for all q > 1

p−1 , all m, all γ ≥ T−1
α , and all δ ∈ (0, p1/p). For any sufficiently

large α = α(m, δ) > 0 let γα > 1 be the unique value of γ for which equality
holds in (4.26). Then, (4.26) implies that Tα ≤ γ−1

α ; hence, letting α → ∞
(i.e. γα → ∞) in (4.26) yields

lim sup
α→∞

αT 1/(p−1)
α ≤ p − 1

p

‖um‖1

(p − δp)1/(p−1)

qp/(p−1)

q − 1
p−1

( ∫
Ω

u0um

)−1
(4.27)

for all q > 1
p−1 , all m and all δ ∈ (0, p1/p). The number q > 1

p−1 which
minimizes the right-hand side of (4.27) is q = p

p−1 ; with this choice of q and
taking the infimum with respect to δ ∈ (0, p1/p), (4.27) becomes

lim sup
α→∞

αp−1Tα ≤ 1
p − 1

( ‖um‖1∫
Ω u0um

)p−1
(4.28)

for all m. Finally, letting m → ∞ in (4.28) proves (3.2).
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4.9. Proof of Theorem 12. Let M > 0 and let v denote a positive solution
of (2.1). Let c > 0 and Ω′ ⊂ Ω be an open subset such that v > c on Ω′. For
k > 0, pick a positive function φk ∈ C1

0 (Ω′) such that

‖φk‖ ≥ k and ‖φk‖∞ ≤ c.

Fix k > 0, and put w+ := v + φk, w− := v − φk. Then w± ∈ K, and

‖w±‖ ≥ ‖φk‖ − ‖v‖ ≥ k − ‖v‖ ,

‖w±‖p+1 ≤ ‖v‖p+1 + ‖φk‖p+1 ≤ ‖v‖p+1 + c|Ω′|1/(p+1) .

Hence, for k sufficiently large we have both J(w±) ≥ M and K(w±) > 0,
hence w± ∈ N+. For such a number k, take uM = w− and vM = w+. Since
0 ≤ uM ≤ v we have uM ∈ G0 by Theorem 10 (iii), whereas vM ∈ B by
Theorem 10 (i).

4.10. Proof of Theorem 13. The weak dissipativity and antidissipativity
of the flow of (1.1) are explained by the following easy observation.

Lemma 7. Let u0 ∈ H1
0 (Ω), and put u(t) = S(t)u0 for t ∈ [0, T ∗(u0)). Then

d

dt
‖u(t)‖2

2 = −2K(u(t)) for all t ∈ (0, T ∗(u0)) . (4.29)

Proof. This follows immediately by multiplying (1.1) by u(t) and integrat-
ing by parts. �

We now give an abstract criterion for vanishing (respectively blow-up) in
terms of the variational values λa and Λa defined in Section 2.

Lemma 8. If u0 ∈ N+ and ‖u0‖2 ≤ λJ(u0), then u0 ∈ G0. If u0 ∈ N− and
‖u0‖2 ≥ ΛJ(u0), then u0 ∈ B.

Proof. Put u(t) := S(t)u0 for t ∈ [0, T ∗(u0)). Assume first that u0 ∈ N+

satisfies ‖u0‖2 ≤ λJ(u0). We claim that u(t) ∈ N+ for all t ∈ [0, T ∗(u0)).
By contradiction, if there is s > 0 such that u(t) ∈ N+ for 0 ≤ t < s and
u(s) ∈ N , then (4.29) and (4.11) imply that

‖u(s)‖2 < ‖u0‖2 ≤ λJ(u0) , J(u(s)) < J(u0).

This contradicts the definition of λJ(u0) and proves the claim. Hence, Lemma
5 shows that the orbit {u(t)} remains bounded in H1

0 (Ω) for t ∈ [0, T ∗(u0))
so that T ∗(u0) = ∞. Now for every w ∈ ω(u0), by (4.29) and (4.8) we have

‖w‖2 < λJ(u0) and J(w) ≤ J(u0).

By definition of λJ(u0) we conclude that ω(u0)∩N = ∅, hence ω(u0) = {0}.
In other words, u0 ∈ G0, as claimed.
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Assume now that u0 ∈ N− satisfies ‖u0‖2 ≥ ΛJ(u0). A similar argument as
above shows that u(t) ∈ N− for all t ∈ [0, T ∗(u0)). Now if, by contradiction,
T ∗(u0) = ∞, then for every w ∈ ω(u0) we would have by (4.29) and (4.8)

‖w‖2 > ΛJ(u0) and J(w) ≤ J(u0).

By definition of λJ(u0) we then infer that ω(u0) ∩ N = ∅. However, since
dist(0,N−) > 0, we also have 0 
∈ ω(u0). This gives ω(u0) = ∅, contrary to
the assumption that u(t) is a global solution. We conclude that T ∗(u0) < ∞,
as claimed. �

We may now complete the proof of Theorem 13. By Theorem 2, since
p ≤ 1 + 4

n , we have

γ = inf
u∈N−

‖u‖2 = inf
u∈N

‖u‖2 > 0.

Hence {u ∈ H1
0 (Ω) : ‖u‖2 < γ} ⊂ N+, and by (4.29) (and continuous

dependence) it is the maximal open L2 ball centered at zero which is invariant
under the semiflow S(t). Moreover, {u ∈ H1

0 (Ω) : ‖u‖2 < γ} ⊂ G0 by
Lemma 8.

Remark 5. In view of the previous proof, it is clear that we may also allow
‖u0‖2 = λ∞ provided that u0 
∈ N ; more precisely, ({u ∈ H1

0 (Ω) : ‖u‖2 ≤
λ∞} ∩ N+) ⊂ G0.

4.11. Proof of Theorem 14. By using the strict Hölder inequality (strict
because u0 is not a constant) and (3.3), we get

|Ω|(p−1)/2‖u0‖p+1
p+1 > ‖u0‖p+1

2 ≥ 2(p + 1)
p − 1

|Ω|(p−1)/2 J(u0) .

Then, we readily infer ‖u0‖p+1
p+1 > ‖u0‖2 and, in turn, u0 ∈ N−. By the

Hölder inequality, for any u ∈ NJ(u0), we have

|Ω|(1−p)/2‖u‖p+1
2 ≤ ‖u‖p+1

p+1 = ‖u‖2 ≤ 2(p + 1)
p − 1

J(u0) .

Therefore, taking the supremum over NJ(u0), we immediately get

Λp+1
J(u0) ≤

2(p + 1)
p − 1

|Ω|(p−1)/2 J(u0) .

Hence, if u0 satisfies (3.3), then ‖u0‖2 ≥ ΛJ(u0) and Lemma 8 shows that
u0 ∈ B.
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4.12. Proof of Theorem 15. Let M > 0, and let Ω1, Ω2 be two arbitrary
disjoint open subdomains of Ω. Furthermore, let v ∈ H1

0 (Ω1) ⊂ H1
0 (Ω)

be an arbitrary nonzero function. Then ‖αv‖p+1
2 ≥ 2(p+1)

p−1 |Ω|(p−1)/2M and
J(αv) ≤ 0 for α > 0 large. Fix such a number α > 0 and pick a function
w ∈ H1

0 (Ω2) with J(w) = M −J(αv). Then uM := αv+w satisfies J(uM ) =
J(αv) + J(w) = M and

‖uM‖p+1
2 ≥ ‖αv‖p+1

2 ≥ 2(p + 1)
p − 1

|Ω|(p−1)/2J(uM );

hence, uM ∈ N− ∩ B by Theorem 14.

5. Appendix: the comparison principle

Throughout the paper we made extensive use of the following comparison
principle for initial data u0 ∈ H1

0 (Ω). This result is well established, but we
could not find an exact reference. For the sake of completeness, we recall
the proof here.

Proposition 1. Let u0, v0 ∈ H1
0 (Ω) be such that u0 − v0 ∈ K. Then,

[S(t)u0 − S(t)v0] ∈ K for all t ≥ 0. Moreover, if u0 
= v0, then, for t > 0,

S(t)u0 −S(t)v0 > 0 in Ω and
∂

∂ν
[S(t)u0 −S(t)v0] < 0 on ∂Ω. (5.1)

Proof. Throughout this proof we put u(t) := S(t)u0 and v(t) := S(t)v0.
We first prove the statement for u0, v0 ∈ C∞

c (Ω) so that u, v ∈ C(Ω× [0, T ])
for all T < T := min{T ∗(u0), T ∗(v0)}. By subtracting the two equations for
u and v, we see that w := u − v satisfies wt − ∆w = V (t)w in Ω × (0, T )

w(0) = u0 − v0 ≥ 0 in Ω
w = 0 on ∂Ω × (0, T ) ,

(5.2)

Here V (t) := V (·, t) ∈ L
p+1
p−1 (Ω) is given by

V (x, t) = p

∫ 1

0
|u(x, t) + sw(x, t)|p−1 ds for x ∈ Ω, t ≥ 0.

Since u, v are continuous functions, for all T ∈ (0, T ) we have

MT := sup
Ω×(0,T )

V (x, t) < ∞.

Taking this into account, if we multiply (5.2) by w− and we integrate we get
1
2

d

dt
‖w−(t)‖2

2 = −‖w−(t)‖2 +
∫

Ω
V (t)|w−(t)|2 ≤ MT ‖w−(t)‖2

2



988 Filippo Gazzola and Tobias Weth

for all t ∈ [0, T ]. By the Gronwall lemma and by arbitrariness of T , this
proves that w−(t) ≡ 0 and, in turn, the comparison principle for smooth
initial data u0 and v0.

For general u0, v0 ∈ H1
0 (Ω), take two sequences {um

0 }, {vm
0 } ⊂ C∞

c (Ω) such
that um

0 → u0 and vm
0 → v0 in H1

0 (Ω) as m → ∞, vm
0 ≤ v0 ≤ u0 ≤ um

0 almost
everywhere in Ω for all m. Recall that u and v (solutions corresponding to u0

and v0) are smooth functions for t > 0, see Theorem 3. If v(X, T ) > u(X, T )
for some (X, T ) ∈ Ω × (0, T ), then by Theorem 5 (see also [7, Theorem
1]) we would also have vm(X, T ) > um(X, T ) for sufficiently large m (here
vm(t) = S(t)vm

0 and um(t) = S(t)um
0 ). This contradicts the just proved

comparison principle for smooth initial data.
Finally, to see (5.1), suppose that u0 
= v0 and fix t > 0. For δ ∈ (0, t) small

enough, it is obvious that the C1
0 -functions u1 := S(δ)u0 and v1 := S(δ)v0 do

not coincide (by backward uniqueness, this is true for all δ > 0). Moreover,
we already proved that S(t)u0−S(t)v0 ∈ K for t < T , in particular u1−v1 ∈
K. Moreover, V (t) ≥ 0 for t < T . Since w(t) = S(t)u0 − S(t)v0 satisfies
the equation wt − ∆w = V (t)w ≥ 0 on [δ, T ) together with homogeneous
Dirichlet boundary conditions, the strong parabolic maximum principle for
initial data in C1

0 (Ω) implies that w(t) > 0 in Ω and ∂
∂ν w(t) < 0 on ∂Ω for

t ∈ (δ, T ). We conclude (5.1). �
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[2] N. Ackermann, T. Bartsch, P. Kaplický, and P. Quittner, A priori bounds, nodal
equilibria and connecting orbits in indefinite superlinear parabolic problems, Preprint

[3] A. Ambrosetti and P.H. Rabinowitz, Dual variational methods in critical point theory
and applications, J. Funct. Anal., 14 (1973), 349–381.

[4] J. Angulo, J.L. Bona, F. Linares, and M. Scialom, Scaling, stability and singularities
for nonlinear, dispersive wave equations: the critical case, Nonlinearity, 15 (2002),
759–786.

[5] J.M. Arrieta and A. Rodriguez-Bernal, Non well posedness for parabolic equations
with supercritical nonlinearities, to appear in Comm. Contemporary Math.

[6] T. Bartsch, Critical point theory on partially ordered Hilbert spaces, J. Funct. Anal.,
186 (2001), 117–152.

[7] H. Brezis and T. Cazenave, A nonlinear heat equation with singular initial data, J.
Anal. Math., 68 (1996), 277–304.

[8] T. Cazenave and P.L. Lions, Solutions globales d’équations de la chaleur semi linéaires,
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