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#### Abstract

Fluid flows around an obstacle generate vortices which are difficult to locate and to describe. A variational formulation for a class of mixed and nonstandard boundary conditions on a smooth obstacle is discussed for the Stokes equations. Possible boundary data are then derived through separation of variables of biharmonic equations in a planar region having an internal concave corner. Explicit singular solutions show that, at least qualitatively, these conditions are able to reproduce vortices over the leeward wall of the obstacle.


AMS Subject Classification: 35G15, 76D07, 76D17.

## 1 Introduction

Experimental evidence (see, e.g. [5, 15, 16, 44]) shows that, when a fluid hits a bluff body, its flow is modified and creates vortices around the body (behind it), see Figure 1.1. Vortices may also be


Figure 1.1: Vortices obtained in wind tunnel experiments at the Politecnico di Milano.
detected numerically [18, 19]. Depending on the geometry of the body, a symmetrical or asymmetrical rotating flow is periodically developed in that hidden part. A detailed description of this phenomenon is given in [42] but, even in the case of a perfectly circular cylinder, instabilities in the vortex shedding pattern may appear, see [40, Section 4.2.6]. In the vortex formation, flow separations and reattachments strongly depend on the Reynolds number through fairly complicated rules (see e.g. [18]), which makes the analytical and the numerical treatments very challenging. So far, the mathematical modeling of these phenomena is rather poor and totally unsatisfactory for engineers [27]. A viscous fluid past a rigid body immersed in the fluid is usually tackled under (no-slip) homogeneous Dirichlet boundary conditions for the velocity field on the surface of the obstacle, see [31, Chapter 2, Section 2] and [32, Chapter 2]. But since in the long term we have in mind to study an obstacle representing a suspension bridge which undergoes oscillations (moving obstacle) [6], an interactive motion of the obstacle should also be studied with different boundary conditions, as in [11. Mixed boundary conditions (based on the
normal velocity, tangential velocity, vorticity and pressure) arise naturally in a network of pipes [34], in fluid-structure models in hemodynamics 9 and in the thermoelectromagnetic flow of a viscous fluid [1]. These nonstandard boundary conditions for the Stokes and Navier-Stokes equations were introduced by Conca et al. [3, 4, 10] (see also [2, 8, 14, 21, 24] for subsequent developments), suggesting an alternative variational formulation for problems of fluids around an obstacle. Having in mind to explain the vortex shedding generated by the wind acting on the deck of an oscillating suspension bridge, in this paper we pursue a double objective: we discuss nonstandard variational formulations for the Stokes equations in domains with an obstacle and we determine possible boundary data which give rise to vortices.

For the first purpose we consider the stationary Stokes equations in a bounded domain $Q \subset \mathbb{R}^{3}$ :

$$
\begin{equation*}
-\eta \Delta u+\nabla p=f, \quad \nabla \cdot u=0 \quad \text { in } Q, \tag{1.1}
\end{equation*}
$$

where $\eta>0$ denotes the kinematic viscosity, $u: Q \rightarrow \mathbb{R}^{3}$ is the velocity field, $p: Q \rightarrow \mathbb{R}$ is the scalar pressure, $f: Q \rightarrow \mathbb{R}^{3}$ is an external force. The domain $Q$ is not simply connected, it contains an obstacle $D \subset \mathbb{R}^{3}$ representing the bridge. It is clear that linear equations such as (1.1) may not be suitable to describe turbulent regimes and it is by far more realistic to stick to nonlinear equations such as the Euler equations or the full Navier-Stokes equations, see [33]. Therefore, this paper should just be seen as a first attempt to derive some information from the boundary behavior of the solution, possibly applicable to more sophisticated models: in fact, by assuming a constant transversal behavior of the force $f$, we further simplify the study by reducing to a planar domain. This paper is also a first contribution to a research project [6], submitted to the Thelam Fund (Belgium) in March 2018. The variational formulation in 4 ] is based on the vorticity instead of the gradient of the velocity and this suggests to impose boundary conditions on the vorticity itself. In the present paper, we revisit the procedure in [4] and we extend it to a slightly more general context, see Section 2.1 where we reduce the 3D problem to a 2D problem and we explain in detail the physical model. The well-posedness of the considered problem is established in Theorem 2.1 in Section 2.2. Its proof is based on a nontrivial application of the Lax-Milgram Theorem. The ellipticity of the related bilinear form depends on the regularity and the topology of the domain. If a domain with $\mathcal{C}^{2}$-boundary is not simply-connected, Foias-Temam [17] showed that the subspace of irrotational vector fields is nontrivial (its dimension is equal to the number of cuts needed to make the domain simply-connected). In [10, Appendix A], the authors managed to prove the ellipticity of the bilinear form when the domain is a convex polyhedron or when its boundary is of class $\mathcal{C}^{1,1}$. Although our domain is neither convex, nor a polyhedron, nor of class $\mathcal{C}^{1,1}$, nor simply-connected, we are still able to demonstrate the ellipticity of the bilinear form by combining some results contained in [25].

The second purpose of this paper is to determine boundary conditions and data which yield solutions of the Stokes equations (1.1) displaying vortices. Obviously, any change in the boundary data strongly modifies the behavior of the solution. We identify boundary conditions compatible with the considered variational formulation, although the "optimal choice" of the boundary data remains unclear. We focus our attention on an unbounded, simply connected planar region having a concave right angle. If on the one hand simple connectivity enables us to show the existence of a stream function satisfying a biharmonic equation (see [13] and Section 4), on the other hand it is known [26, 35] that existence and regularity results may fail in nonsmooth domains even if the data are smooth. A variety of methods have been developed in order to solve biharmonic equations in planar regions [12, 28, 29, 36, 37, 39]. The singularities of solutions in the neighborhood of a concave corner are described through functional spaces with weighted norms. In most cases, these singularities are of power type (see Borsuk-Kondrat'ev [7. Chapter 5]), but in the present article the singularity will be represented by the composition between trigonometric and logarithmic functions, see Theorem 3.1 below, and thus characterized by chaotic oscillations near the angle. In Section 5 we determine some boundary conditions and data that highlight vortices within the explicit solution, in separated-variable form, of (1.1). These boundary conditions impose a null normal component of the velocity field (in both faces of the concave angle) and some value for the scalar vorticity. Our boundary data are also justified by the regularity properties of the solution: we introduce singular solutions, see Definition 4.1, and we choose data giving rise to this kind of solutions.

This paper is organized as follows. In Section 2.1 we describe in detail the domain $Q$, together with its two-dimensional projection $\Omega$; the nonstandard boundary conditions for the Stokes equations to be solved in $\Omega$ are presented in Section 2.2, whose main core is the corresponding existence and uniqueness result, see Theorem 2.1. In Section 3, a review of the method of separation of variables is carried out for the biharmonic equation in polar coordinates in an unbounded domain $\Lambda \subset \mathbb{R}^{2}$ having a concave right angle. A class of separated-variable solutions is obtained in Theorem 3.1 that allows us to characterize, in Section 4, singular solutions of the Stokes equations in $\Lambda$, see Definition 4.1. Finally, in Section 5 we give explicit singular solutions of the Stokes system in $\Lambda$. This is done by considering two families of boundary conditions: for laminar inflow and for oriented velocity, see Sections 5.1 and 5.2, respectively. The results are complemented with some figures.

## 2 The Stokes equations with nonstandard boundary conditions

### 2.1 From the three-dimensional problem to the planar problem

In the space $\mathbb{R}^{3}$ we consider the deck of the bridge to be a thin plate defined by

$$
\begin{equation*}
D=(0, \pi) \times(-\ell, \ell) \times(-d, d) \tag{2.1}
\end{equation*}
$$

where $d \ll \ell \ll \pi$. To have an idea, one could take $\ell=\pi / 150$ and $d=\pi / 1000$ (a deck of length 1 km , with the width of about 13 m , whose thickness is about 1 m ). Then we consider the region where the air surrounds the deck

$$
\begin{equation*}
Q=(0, \pi) \times(-L, L)^{2} \backslash D \tag{2.2}
\end{equation*}
$$

where $L \gg \pi$, for instance $L=100 \pi$ ( 100 km , an approximation of an unbounded region). The domains $Q$ and $D$, as well as their intersections $\Omega$ and $K$ with the plane $x=\frac{\pi}{2}$, are represented in Figure 2.1 (not in scale).


Figure 2.1: The domains $Q$ and $D$ (left) and their intersections $\Omega$ and $K$ with the plane $x=\frac{\pi}{2}$.
We are interested in solving (1.1) with nonstandard and mixed boundary conditions on the different parts of $\partial Q$, depending on the velocity, vorticity and pressure. This is a particular inflow-outflow problem in a rectangular cylinder (with obstacle) [22]. We model the case where the wind is blowing only in the $y$-direction, so that it is reasonable to analyze the planar section of this configuration, as represented in the right picture of Figure 2.1. Neither the 3D domain $Q$ nor the 2D domain $\Omega$ are simply connected. From now on, all the two-dimensional vector fields will be considered as three-dimensional vector fields, assuming that they do not depend on the first variable and that their first component is identically null. We are so led to study the planar problem of a flow around the rectangle $K$.

In fact, in this planar setting we consider a smooth rectangular obstacle of width $2 \ell$ and height $2 d$, still denoted by $K$, whose corners are smoothened by small quarters of circles, as in the left picture of Figure 2.2. Therefore, $K \subset(-\ell, \ell) \times(-d, d)$, while the open domain $\Omega=(-L, L)^{2} \backslash \bar{K}$ is the region
where the air surrounds the obstacle $K$ : they are both represented, not in scale, in the right picture of Figure 2.2


Figure 2.2: The obstacle $K$ (left) and the domain $\Omega$ (right).
For our purposes, it will be convenient to decompose the boundary of $\Omega$ as:

$$
\partial \Omega=\overline{\Gamma_{1}} \cup \overline{\Gamma_{2}} \cup \overline{\Gamma_{3}},
$$

where:

$$
\begin{align*}
& \Gamma_{1}=\{(y, z) \in \partial K \mid-\ell \leq y<-\ell+\varepsilon\} \cup\left\{(y, z) \in \mathbb{R}^{2} \mid y \in(-L, L), z \in\{-L, L\}\right\}, \\
& \Gamma_{2}=\left\{(y, z) \in \mathbb{R}^{2} \mid y \in\{-L, L\}, z \in(-L, L)\right\},  \tag{2.3}\\
& \Gamma_{3}=\{(y, z) \in \partial K \mid-\ell+\varepsilon<y \leq \ell\}
\end{align*}
$$

so that the rounded corners on the left side of $K$ belong to $\Gamma_{1}$. Therefore, $\Omega$ is an open, bounded and connected set, with a locally Lipschitz boundary and with the interior boundary $\partial K$ of class $\mathcal{C}^{1,1}$. Consequently, the outward unit normal $\hat{n}$ is defined almost everywhere on $\partial \Omega$, as a Lipschitz-function on each connected component of $\partial \Omega$. This model was first suggested in the research project [6, 23].

### 2.2 An existence and uniqueness result

We model the situation in which a constant wind blows in the $y$-direction, so that the forcing term $f$ and its potential $F$ read

$$
\begin{equation*}
f=f(y, z)=(w, 0), \quad F(y, z)=w y \quad \forall(y, z) \in \Omega, \tag{2.4}
\end{equation*}
$$

being $w>0$ the scalar wind velocity. In this setting, the cross product of two planar vectors (in the plane spanned by $\{\hat{\mathbf{j}}, \hat{\mathbf{k}}\}$ ) and the curl of a two-dimensional vector field is a three-dimensional vector field whose only non-null component is the one parallel to $\hat{i}$ :

$$
u(y, z)=u^{1}(y, z) \hat{\mathbf{j}}+u^{2}(y, z) \hat{\mathbf{k}} \quad \Longrightarrow \quad \nabla \times u=\left(\frac{\partial u^{2}}{\partial y}-\frac{\partial u^{1}}{\partial z}\right) \hat{\mathbf{i}} \quad \forall u \in \mathcal{C}^{1}(\Omega)^{2} .
$$

The stationary Stokes equations are analyzed over the domain $\Omega$ :

$$
\begin{equation*}
-\eta \Delta u+\nabla p=f, \quad \nabla \cdot u=0 \quad \text { in } \Omega \tag{2.5}
\end{equation*}
$$

where, again, $u: \Omega \rightarrow \mathbb{R}^{3}$ is the velocity field (but with null first component) and $p: \Omega \rightarrow \mathbb{R}$ is the scalar pressure while $\eta>0$ is the kinematic viscosity. Given $u_{0} \in H^{1 / 2}\left(\Gamma_{1}\right)^{2}, p_{0} \in H^{-1 / 2}\left(\Gamma_{2}\right)$ and $h \in H^{-1 / 2}\left(\Gamma_{3}\right)^{2}$, to 2.5 we associate the following boundary conditions:

$$
\begin{equation*}
u=u_{0} \quad \text { on } \Gamma_{1}, \quad u \times \hat{n}=0, p=p_{0} \quad \text { on } \Gamma_{2}, \quad u \cdot \hat{n}=0,(\nabla \times u) \times \hat{n}=h \times \hat{n} \quad \text { on } \Gamma_{3} . \tag{2.6}
\end{equation*}
$$

The first condition in (2.6) prescribes the velocity field in all parts of $\Gamma_{1}$ (nonhomogeneous Dirichlet boundary condition), according to the expected physical properties of the problem. The second condition
in (2.6) imposes that the flow is normal on the parts of $\partial \Omega$ where the flow is entering and exiting and, therefore, the pressure will be constant with opposite signs in correspondence of the inflow or outflow parts. The third condition in (2.6) states that the flow is tangential on $\Gamma_{3}$. From a physical point of view, it would be reasonable to assume that $h=0$ on the upper and lower faces of the obstacle $K$; nevertheless, we will consider general data $h \in H^{-1 / 2}\left(\Gamma_{3}\right)^{2}$. On the opposite side of the deck (leeward wall), the velocity $u$ is tangential as well as the vorticity. This last boundary condition is crucial if one intends to model the shedding of vortices.

Next, we introduce two functional spaces:

$$
\begin{gathered}
V(\Omega) \doteq\left\{v \in H^{1}(\Omega)^{2} \mid \nabla \cdot v=0 \text { in } \Omega ; \quad v=0 \text { on } \Gamma_{1} ; \quad v \times \hat{n}=0 \text { on } \Gamma_{2} ; \quad v \cdot \hat{n}=0 \text { on } \Gamma_{3}\right\}, \\
H(\Delta, \Omega) \doteq\left\{q \in L^{2}(\Omega) \mid \Delta q \in L^{2}(\Omega)\right\} .
\end{gathered}
$$

Since the trace operator is linear and continuous from $H^{1}(\Omega)$ to $H^{1 / 2}(\partial \Omega)$, we infer that $V(\Omega)$ is a closed subspace of $H^{1}(\Omega)^{2}$ and therefore it constitutes a Hilbert space under the usual scalar product of $H^{1}(\Omega)^{2}$, defined as:

$$
(u, v)_{H^{1}(\Omega)^{2}} \doteq\left(u^{1}, v^{1}\right)_{H^{1}(\Omega)}+\left(u^{2}, v^{2}\right)_{H^{1}(\Omega)} \quad \forall u, v \in H^{1}(\Omega)^{2} .
$$

As explained in [4, Théorème 1.9], all the functions of $H(\Delta, \Omega)$ possess a trace belonging to $H^{-1 / 2}(\partial \Omega)$.
We also need to introduce the continuous bilinear form $A: H^{1}(\Omega)^{2} \times H^{1}(\Omega)^{2} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
A(u, v)=\eta \int_{\Omega}(\nabla \times u) \cdot(\nabla \times v) d x \quad \forall u, v \in H^{1}(\Omega)^{2} \tag{2.7}
\end{equation*}
$$

note that the last two components of $\nabla \times u$ and $\nabla \times v$ are identically null and that

$$
(\nabla \times u) \cdot(\nabla \times v)=\left(\frac{\partial u^{2}}{\partial y}-\frac{\partial u^{1}}{\partial z}\right)\left(\frac{\partial v^{2}}{\partial y}-\frac{\partial v^{1}}{\partial z}\right) \quad \forall u, v \in H^{1}(\Omega)^{2} .
$$

Finally, we will also need the continuous linear functional $L: H^{1}(\Omega)^{2} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
L(v)=\int_{\Omega} f(x) \cdot v(x) d x-\left\langle p_{0}, v \cdot \hat{n}\right\rangle_{\Gamma_{2}}+\eta\langle h \times \hat{n}, v\rangle_{\Gamma_{3}} \quad \forall v \in H^{1}(\Omega)^{2}, \tag{2.8}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle_{\Gamma_{i}}$ denotes the duality product between $H^{-1 / 2}\left(\Gamma_{i}\right)$ and $H^{1 / 2}\left(\Gamma_{i}\right)(i \in\{1,2,3\})$.
As in 4 (see also [10]), for the boundary datum $u_{0}$ we assume that:

$$
\exists U_{0} \in H^{1}(\Omega)^{2} \quad \text { such that } \begin{cases}\nabla \cdot U_{0}=0 & \text { in } \Omega  \tag{2.9}\\ U_{0}=u_{0} & \text { on } \Gamma_{1} \\ U_{0} \times \hat{n}=0 & \text { on } \Gamma_{2} \\ U_{0} \cdot \hat{n}=0 & \text { on } \Gamma_{3} .\end{cases}
$$

Notice that the existence of such $U_{0}$ depends on $u_{0} \in H^{1 / 2}\left(\Gamma_{1}\right)^{2}$ through the Divergence Theorem: hence, (2.9) is an assumption on $u_{0}$. More precisely, consider the space $X$ of solutions of the (incomplete) problem

$$
\nabla \cdot V=0 \text { in } \Omega, \quad V \times \hat{n}=0 \text { on } \Gamma_{2}, \quad V \cdot \hat{n}=0 \text { on } \Gamma_{3} .
$$

Then the space of admissible $u_{0}$ coincides with the traces over $\Gamma_{1}$ of functions $V \in H^{1}(\Omega)^{2} \cap X$.
In this functional framework, and under assumption (2.9), we consider the following variational formulation (suggested in [10, (1.25)]) for the boundary-value problem (2.5)-2.6):

$$
\begin{equation*}
\text { find } u \in H^{1}(\Omega)^{2} \text { such that: }\left(u-U_{0}\right) \in V(\Omega), \quad A(u, v)=L(v) \text { for every } v \in V(\Omega) \text {. } \tag{2.10}
\end{equation*}
$$

The next result is the main core of the present section: the existence of a unique solution of the variational (or weak) problem (2.10) is stated, together with the equivalence between this variational formulation and the boundary-value problem (2.5)-(2.6), which justifies the validity of the weak formulation (2.10):

Theorem 2.1. If $p_{0} \in H^{-1 / 2}\left(\Gamma_{2}\right)$ and $h \in H^{-1 / 2}\left(\Gamma_{3}\right)^{2}$, the variational problem (2.10) has a unique solution $u \in H^{1}(\Omega)^{2}$. The solution $u$ is such that $(\nabla \times u) \in H(\Delta, \Omega)^{3}$ and there exists $p \in H(\Delta, \Omega) / \mathbb{R}$ such that $u$ and $p$ are solutions of the boundary-value problem (2.5)-(2.6) in the following sense:

- $-\eta \Delta u+\nabla p=f$ and $\nabla \cdot u=0$ in $\Omega$, in distributional sense.
- $u$ satisfies 2.6) over $\Gamma_{1}, \Gamma_{2}$ and $\Gamma_{3}$ in the sense of traces of functions belonging to $H^{1}(\Omega)^{2}$, whereas $p$ and $(\nabla \times u)$ satisfy 2.6 over $\Gamma_{2}$ and $\Gamma_{3}$ in the following sense:

$$
\begin{equation*}
\int_{\Omega}(-\eta \Delta u+\nabla p) \cdot v(x) d x-\eta \int_{\Omega}(\nabla \times u) \cdot(\nabla \times v) d x=\left\langle p_{0}, v \cdot \hat{n}\right\rangle_{\Gamma_{2}}-\eta\langle h \times \hat{n}, v\rangle_{\Gamma_{3}} \quad \forall v \in V(\Omega) . \tag{2.11}
\end{equation*}
$$

Furthermore, if $\nabla \times(\nabla \times u) \in L^{2}(\Omega)^{3}$, then 2.11) implies that:

- $p=p_{0}$ over $\Gamma_{2}$ in the sense of $H^{-1 / 2}\left(\Gamma_{2}\right) / \mathbb{R}$ and $(\nabla \times u) \times \hat{n}=h \times \hat{n}$ over $\Gamma_{3}$, in the sense of $H^{-1 / 2}\left(\Gamma_{3}\right)^{3}$.

Finally, if $u \in \mathcal{C}^{2}\left(\bar{\Omega} ; \mathbb{R}^{2}\right)$ and $p \in \mathcal{C}^{1}(\bar{\Omega} ; \mathbb{R})$ are classical solutions of the boundary-value problem (2.5)(2.6), then $u$ is also a solution of the variational problem (2.10).

The proof of Theorem 2.1 follows closely [10] and a hint is given below. We first make precise what we intend by $V(\Omega)$-ellipticity:

Definition 2.1. We say that the bilinear form $A: H^{1}(\Omega)^{2} \times H^{1}(\Omega)^{2} \rightarrow \mathbb{R}$ is $V(\Omega)$-elliptic if there exists $\gamma>0$ (which depends only on the domain $\Omega$ and its boundary) such that:

$$
\begin{equation*}
A(v, v)=\eta \int_{\Omega}|\nabla \times v|^{2} d x \geq \gamma\|v\|_{H^{1}(\Omega)^{2}}^{2} \quad \forall v \in V(\Omega) \tag{2.12}
\end{equation*}
$$

If the bilinear form $A$ is $V(\Omega)$-elliptic, then the Lax-Milgram Theorem allows us to deduce that the variational problem (2.10) has a unique solution. To this end, the following results contained in [25, Chapter I, Section 2 and Section 3] need to be recalled:

Lemma 2.1. Let $\Phi \subset \mathbb{R}^{2}$ be an open bounded set, with a locally Lipschitz boundary. If $\Phi$ is a convex polygon or if its boundary is of class $\mathcal{C}^{1,1}$, then:

- the space

$$
\begin{equation*}
U(\Phi):=\left\{v \in L^{2}(\Phi)^{2} \mid \nabla \cdot v \in L^{2}(\Phi) ; \quad \nabla \times v \in L^{2}(\Phi)^{3} ; \quad v \cdot \hat{n}=0 \text { on } \partial \Phi\right\}, \tag{2.13}
\end{equation*}
$$

is continuously embedded into $H^{1}(\Phi)^{2}$ and there exists $C>0$, depending only on $\Phi$, such that:

$$
\begin{equation*}
\|v\|_{H^{1}(\Phi)^{2}} \leq C\left\{\|v\|_{L^{2}(\Phi)^{2}}^{2}+\|\nabla \cdot v\|_{L^{2}(\Phi)}^{2}+\|\nabla \times v\|_{L^{2}(\Phi)^{3}}^{2}\right\}^{1 / 2} \quad \forall v \in U(\Phi) ; \tag{2.14}
\end{equation*}
$$

- the space

$$
\begin{equation*}
W(\Phi):=\left\{v \in L^{2}(\Phi)^{2} \mid \nabla \cdot v \in L^{2}(\Phi) ; \quad \nabla \times v \in L^{2}(\Phi)^{3} ; \quad v \times \hat{n}=0 \text { on } \partial \Phi\right\} \tag{2.15}
\end{equation*}
$$

is continuously embedded into $H^{1}(\Phi)^{2}$ and there exists $C>0$, depending only on $\Phi$, such that:

$$
\begin{equation*}
\|v\|_{H^{1}(\Phi)^{2}} \leq C\left\{\|v\|_{L^{2}(\Phi)^{2}}^{2}+\|\nabla \cdot v\|_{L^{2}(\Phi)}^{2}+\|\nabla \times v\|_{L^{2}(\Phi)^{3}}^{2}\right\}^{1 / 2} \quad \forall v \in W(\Phi) . \tag{2.16}
\end{equation*}
$$

As in [4, 10], we consider the following subspace of $L^{2}(\Omega)^{2}$ :

$$
\begin{equation*}
\Psi(\Omega)=\left\{v \in L^{2}(\Omega)^{2} \mid \nabla \times v \in L^{2}(\Omega)^{3} ; \nabla \cdot v=0 \text { in } \Omega ; v \times \hat{n}=0 \text { on } \Gamma_{1} \cup \Gamma_{2} ; v \cdot \hat{n}=0 \text { on } \Gamma_{1} \cup \Gamma_{3}\right\} . \tag{2.17}
\end{equation*}
$$

This functional space is well-defined since, if $v \in L^{2}(\Omega)^{2}$ is such that $\nabla \times v \in L^{2}(\Omega)^{3}$ and $\nabla \cdot v \in L^{2}(\Omega)$, then its tangential and normal traces exist, respectively, in the boundary spaces

$$
v \times \hat{n} \in H^{-1 / 2}(\partial \Omega)^{3} ; \quad v \cdot \hat{n} \in H^{-1 / 2}(\partial \Omega) .
$$

Moreover, $\Psi(\Omega)$ is a Hilbert space when endowed with the scalar product

$$
\langle v, w\rangle_{\Psi(\Omega)}=\int_{\Omega} v \cdot w d x+\int_{\Omega}(\nabla \times v) \cdot(\nabla \times w) d x \quad \forall v, w \in \Psi(\Omega),
$$

with corresponding norm $\|v\|_{\Psi(\Omega)}=\langle v, v\rangle_{\Psi(\Omega)}^{1 / 2}$. Note that if $v \in \Psi(\Omega)$, then $v=0$ on $\Gamma_{1}$, since $v \times \hat{n}=$ $v \cdot \hat{n}=0$ on $\Gamma_{1}$. It is also clear that the space $V(\Omega)$ (endowed with the standard norm of $\left.H^{1}(\Omega)^{2}\right)$ is continuously embedded into $\Psi(\Omega)$. Actually, the following result holds; the proof follows the same line as [10, Theorem A.1] in a slightly different geometric context (a planar domain, neither convex nor with a $\mathcal{C}^{1,1}$ boundary).

Lemma 2.2. The space $\Psi(\Omega)$ is continuously embedded into $V(\Omega)$, and therefore $\Psi(\Omega)=V(\Omega)$ (algebraically and topologically).

Proof. We employ a localization argument, similar to the one in [10, Appendix A]. Since $\bar{\Omega} \subset \mathbb{R}^{2}$ is compact, it can covered by a finite number of open disks $\left\{\theta_{i}\right\}_{i=1}^{m}$, for some $m \geq 1$ :

$$
\bar{\Omega} \subset \bigcup_{i=1}^{m} \theta_{i} .
$$

By reducing the radius of the disks $\left\{\theta_{i}\right\}_{i=1}^{m}$ (if necessary), we may assume that, if $i \in\{1, \ldots, m\}$ is such that $\theta_{i} \cap \partial K \neq \emptyset$, then $\theta_{i}$ does not intersect any of the faces of $\bar{\Omega}$ contained in the lines $y= \pm L$ or $z= \pm L$. Next, we introduce a partition of unity subordinate to the open cover $\left\{\theta_{i}\right\}_{i=1}^{m}$, that is, we consider a family of functions $\left\{\alpha_{i}\right\}_{i=1}^{m} \subset \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ such that:

$$
\begin{gathered}
\alpha_{i} \in \mathcal{C}_{0}^{\infty}\left(\theta_{i}\right), \quad 0 \leq \alpha_{i}(x) \leq 1 \text { for every } x \in \bar{\Omega}, \quad \forall i \in\{1, \ldots, m\}, \\
\sum_{i=1}^{m} \alpha_{i}(x)=1 \text { for every } x \in \bar{\Omega} .
\end{gathered}
$$

Therefore, for every function $v \in \Psi(\Omega)$ we can write:

$$
v(x)=\sum_{i=1}^{m} \alpha_{i}(x) v(x) \quad \forall x \in \bar{\Omega},
$$

and $\Psi(\Omega)$ is continuously embedded into $V(\Omega)$ provided that:

- $\alpha_{i} v \in H^{1}(\Omega)^{2}$, for every $v \in \Psi(\Omega)$ and for every $i \in\{1, \ldots, m\}$;
- there exist $C>0$ (depending only on $\Omega,\left\{\theta_{i}\right\}_{i=1}^{m}$ and $\left\{\alpha_{i}\right\}_{i=1}^{m}$ ), such that:

$$
\left\|\alpha_{i} v\right\|_{H^{1}(\Omega)^{2}} \leq C\|v\|_{\Psi(\Omega)} \quad \forall v \in \Psi(\Omega), \quad \forall i \in\{1, \ldots, m\}
$$

Having these targets in mind, let $v \in \Psi(\Omega)$ and $i \in\{1, \ldots, m\}$ and let us distinguish two different cases.

- Case (A): $\theta_{i} \cap \partial \Omega=\emptyset$, or $\theta_{i} \cap \partial \Omega \neq \emptyset$ but $\theta_{i} \cap \bar{K}=\emptyset$. In this case, since $\partial \Omega$ is a union of sets having Lipschitz-continuous boundaries and since $\alpha_{i}$ has compact support in $\theta_{i}$, it is not restrictive to assume that the function $\alpha_{i} v$ is defined in an open and convex subset of $\theta_{i} \cap \Omega$, which we shall denote by $\zeta_{i}$ (see Figure 2.3). Then $\zeta_{i}$ is a convex polygon and $\operatorname{supp}\left(\alpha_{i}\right) \cap \Omega \subset \zeta_{i}$. On the other hand, since $v \in \Psi(\Omega)$, we infer that $\alpha_{i} v \in L^{2}\left(\zeta_{i}\right)^{2}, \nabla \cdot\left(\alpha_{i} v\right) \in L^{2}\left(\zeta_{i}\right), \nabla \times\left(\alpha_{i} v\right) \in L^{2}\left(\zeta_{i}\right)^{3}$ and that $\left(\alpha_{i} v\right) \times \hat{n}=0$ in $\partial \zeta_{i}$. By


Figure 2.3: Construction of the open set $\zeta_{i} \subset\left(\theta_{i} \cap \Omega\right)$.
applying Lemma 2.1. we then deduce that $\alpha_{i} v \in H^{1}\left(\zeta_{i}\right)^{2}$ and that there exists $C_{i}>0$ (depending only on $\zeta_{i}$ ) such that

$$
\left\|\alpha_{i} v\right\|_{H^{1}\left(\zeta_{i}\right)^{2}} \leq C_{i}\left\{\left\|\alpha_{i} v\right\|_{L^{2}\left(\zeta_{i}\right)^{2}}^{2}+\left\|\nabla \cdot\left(\alpha_{i} v\right)\right\|_{L^{2}\left(\zeta_{i}\right)}^{2}+\left\|\nabla \times\left(\alpha_{i} v\right)\right\|_{L^{2}\left(\zeta_{i}\right)^{3}}^{2}\right\}^{1 / 2}
$$

which, in particular, implies that

$$
\begin{equation*}
\left\|\alpha_{i} v\right\|_{H^{1}\left(\theta_{i} \cap \Omega\right)^{2}} \leq C_{i}\left\{\left\|\alpha_{i} v\right\|_{L^{2}\left(\theta_{i} \cap \Omega\right)^{2}}^{2}+\left\|\nabla \cdot\left(\alpha_{i} v\right)\right\|_{L^{2}\left(\theta_{i} \cap \Omega\right)}^{2}+\left\|\nabla \times\left(\alpha_{i} v\right)\right\|_{L^{2}\left(\theta_{i} \cap \Omega\right)^{3}}^{2}\right\}^{1 / 2} . \tag{2.18}
\end{equation*}
$$

- Case (B): $\theta_{i} \cap \bar{K} \neq \emptyset$. In this case, since $\partial \Omega$ is a union of sets with Lipschitz-continuous boundaries and since $\alpha_{i}$ has compact support in $\theta_{i}$, it is not restrictive to assume that the function $\alpha_{i} v$ is defined in an open subset of $\theta_{i} \cap \Omega$, which we shall denote by $\zeta_{i}$ (see Figure 2.4). In the present situation, since


Figure 2.4: Construction of the open set $\zeta_{i} \subset\left(\theta_{i} \cap \Omega\right)$.
the domain $K$ is smooth, we may establish that $\zeta_{i}$ has a $\mathcal{C}^{1,1}$ boundary and that $\operatorname{supp}\left(\alpha_{i}\right) \cap \Omega \subset \zeta_{i}$. On the other hand, as $v \in \Psi(\Omega)$, we deduce that $\alpha_{i} v \in L^{2}\left(\zeta_{i}\right)^{2}, \nabla \cdot\left(\alpha_{i} v\right) \in L^{2}\left(\zeta_{i}\right), \nabla \times\left(\alpha_{i} v\right) \in L^{2}\left(\zeta_{i}\right)^{3}$ and that $\left(\alpha_{i} v\right) \cdot \hat{n}=0$ in $\partial \zeta_{i}$. Then, applying again Lemma 2.1, we infer that $\alpha_{i} v \in H^{1}\left(\zeta_{i}\right)^{2}$ and that there exists a constant $C_{i}>0$ (depending only on $\zeta_{i}$ ) such that (2.18) holds.
Hence, 2.18) holds in both cases (A) and (B), that is, it holds for every $i \in\{1, \ldots, m\}$ and, therefore, there exists $C>0$ (depending on $\Omega,\left\{\theta_{i}\right\}_{i=1}^{m}$ and $\left\{\alpha_{i}\right\}_{i=1}^{m}$ ) such that

$$
\left\|\alpha_{i} v\right\|_{H^{1}(\Omega)^{2}} \leq C\left\{\|v\|_{L^{2}(\Omega)^{2}}^{2}+\|\nabla \cdot v\|_{L^{2}(\Omega)}^{2}+\|\nabla \times v\|_{L^{2}(\Omega)^{3}}^{2}\right\}^{1 / 2} .
$$

Since $\nabla \cdot v=0$ in $\Omega$, we finally have that

$$
\left\|\alpha_{i} v\right\|_{H^{1}(\Omega)^{2}} \leq C\left\{\|v\|_{L^{2}(\Omega)^{2}}^{2}+\|\nabla \times v\|_{L^{2}(\Omega)^{3}}^{2}\right\}^{1 / 2}
$$

for every $v \in \Psi(\Omega)$ and $i \in\{1, \ldots, m\}$. This concludes the proof of the lemma.

Next, we recall that [10, Lemma A.2] implies that

$$
\begin{equation*}
\text { the map defined by } V(\Omega) \ni v \mapsto\|\nabla \times v\|_{L^{2}(\Omega)^{3}} \text { is a norm in } V(\Omega) \text {. } \tag{2.19}
\end{equation*}
$$

Proof of Theorem 2.1. We now have all the ingredients to demonstrate that the bilinear form $A(\cdot, \cdot)$ is $V(\Omega)$-elliptic. Lemma 2.2 implies the existence of a constant $C_{1}>0$ (depending on $\Omega$ ) such that:

$$
\begin{equation*}
\|v\|_{H^{1}(\Omega)^{2}} \leq C_{1}\left\{\|v\|_{L^{2}(\Omega)^{2}}^{2}+\|\nabla \times v\|_{L^{2}(\Omega)^{3}}^{2}\right\}^{1 / 2} \quad \forall v \in V(\Omega) . \tag{2.20}
\end{equation*}
$$

Therefore, in order to prove the $V(\Omega)$-ellipticity of $A(\cdot, \cdot)$, it suffices to show the existence of another constant $C_{2}>0$ (also depending only on $\Omega$ ) such that:

$$
\begin{equation*}
\|v\|_{L^{2}(\Omega)^{2}} \leq C_{2}\|\nabla \times v\|_{L^{2}(\Omega)^{3}} \quad \forall v \in V(\Omega) \tag{2.21}
\end{equation*}
$$

For contradiction, assume that $(2.21)$ does not hold. Then, there exists a sequence $\left\{v_{n}\right\} \subset V(\Omega)$ such that

$$
\begin{equation*}
\left\|v_{n}\right\|_{L^{2}(\Omega)^{2}}=1, \quad\left\|\nabla \times v_{n}\right\|_{L^{2}(\Omega)^{3}} \leq \frac{1}{n} \quad \forall n \in \mathbb{N} \tag{2.22}
\end{equation*}
$$

Using inequality (2.20), we see that (2.22) implies that the sequence $\left\{v_{n}\right\}_{n \in \mathbb{N}}$ is bounded in $V(\Omega)$ (with the standard $H^{1}(\Omega)^{2}$-norm). We may then extract a subsequence $\left\{v_{\varphi(n)}\right\}_{n \in \mathbb{N}}$ such that

$$
\begin{equation*}
v_{\varphi(n)} \rightharpoonup v \text { in } H^{1}(\Omega)^{2} \text { and } v_{\varphi(n)} \rightarrow v \text { in } L^{2}(\Omega)^{2} \quad \text { as } n \rightarrow \infty \tag{2.23}
\end{equation*}
$$

for some $v \in V(\Omega)$. But, in this situation, (2.22) implies that $\nabla \times v=0$ in $\Omega$. Therefore, since $v \in V(\Omega)$, (2.19) allows us to conclude that $v=0$, and hence, 2.22) contradicts (2.23). As a consequence, we conclude that the bilinear form $A(\cdot, \cdot)$ is $V(\Omega)$-elliptic, and the Lax-Milgram Theorem then ensures that the variational problem (2.10) has a unique solution.

Finally, the proofs of the statements related with the equivalence between the variational formulation (2.10) and the boundary-value problem (2.5)-(2.6) are omitted, since they can be found in [10, Section 1.5]. This concludes the proof of Theorem 2.1.

## 3 An overview of the separation of variables for biharmonic equations

In this section we survey the method of separation of variables for the biharmonic equation

$$
\begin{equation*}
\Delta^{2} \psi=0 \quad \text { in } \Lambda \doteq\left\{(y, z) \in \mathbb{R}^{2} \mid y>0 \text { or } z>0\right\}=\left\{(\rho, \theta) \in \mathbb{R}^{2} \mid \rho>0,-\frac{\pi}{2}<\theta<\pi\right\} . \tag{3.1}
\end{equation*}
$$

We emphasize that, with an abuse of notation, $\Lambda$ represents the domain both in cartesian and polar coordinates. In polar coordinates, equation (3.1) becomes:

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial}{\partial \rho}+\frac{1}{\rho^{2}} \frac{\partial^{2}}{\partial \theta^{2}}\right)^{2} \psi(\rho, \theta)=0 \quad \forall(\rho, \theta) \in \Lambda . \tag{3.2}
\end{equation*}
$$

We here seek a solution of (3.2) having a separated-variable form $\psi(\rho, \theta)=h(\rho) g(\theta)$, for every $(\rho, \theta) \in \Lambda$, for some differentiable functions $h:(0, \infty) \rightarrow \mathbb{R}$ and $g:\left(-\frac{\pi}{2}, \pi\right) \rightarrow \mathbb{R}$. The complete description of the solutions of (3.2) in separated variables is contained in Theorem 3.1, the main result of this section. We initially follow the method employed by Stampouloglou-Theotokoglou 43], which extends the work by Michell [38], allowing the appearance of solutions of the biharmonic equation having oscillatory forms. Nevertheless, since in Theorem 3.1 we obtain more separated-variable solutions of (3.2) than in [43, Section 2], the whole (lengthy and delicate) proof is included for the sake of completeness.

Theorem 3.1. Let $\psi: \Lambda \rightarrow \mathbb{R}$ be a solution of (3.2) having a separated-variable form $\psi(\rho, \theta)=h(\rho) g(\theta)$, for some smooth functions $h:(0, \infty) \rightarrow \mathbb{R}$ and $g:\left(-\frac{\pi}{2}, \pi\right) \rightarrow \mathbb{R}$. Then, $g$ is a combination (sum, product or linear combination) of trigonometric functions, exponentials and polynomials and, therefore, it is globally bounded over $\left(-\frac{\pi}{2}, \pi\right)$. Moreover, $h$ may take one of the following forms (for $\rho>0$ ):

$$
\left\{\begin{array}{l}
h(\rho)=\rho\left[C_{1} \rho^{a}+C_{2} \rho^{-a}+C_{3} \rho^{b}+C_{4} \rho^{-b}\right],  \tag{3.3}\\
h(\rho)=C_{1} \rho^{3}+C_{2} \rho^{-1}+\rho\left[C_{3}+C_{4} \log (\rho)\right], \\
h(\rho)=C_{1}+C_{2} \log (\rho)+\rho^{2}\left[C_{3}+C_{4} \log (\rho)\right], \\
h(\rho)=\rho^{2}\left[C_{1} \cos (\mu \log (\rho))+C_{2} \sin (\mu \log (\rho))\right]+C_{3} \cos (\mu \log (\rho))+C_{4} \sin (\mu \log (\rho)), \\
h(\rho)=\rho\left[C_{1} \cos (\mu \log (\rho))+C_{2} \sin (\mu \log (\rho))\right],
\end{array}\right.
$$

for some $a, b, \mu>0$ and some arbitrary constants $C_{1}, C_{2}, C_{3}, C_{4} \in \mathbb{R}$.
Proof. After replacing into (3.2) the ansatz $\psi(\rho, \theta)=h(\rho) g(\theta)$, we observe that, in order for the equation to be fulfilled, the following identity must be satisfied

$$
\begin{equation*}
g^{(4)}(\theta)+2 \chi(\rho) g^{\prime \prime}(\theta)+M(\rho) g(\theta)=0 \quad \forall(\rho, \theta) \in \Lambda, \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi(\rho) \doteq \rho^{2} \frac{h^{\prime \prime}(\rho)}{h(\rho)}-\rho \frac{h^{\prime}(\rho)}{h(\rho)}+2, \quad M(\rho) \doteq \rho^{4} \frac{h^{(4)}(\rho)}{h(\rho)}+2 \rho^{3} \frac{h^{\prime \prime \prime}(\rho)}{h(\rho)}-\rho^{2} \frac{h^{\prime \prime}(\rho)}{h(\rho)}+\rho \frac{h^{\prime}(\rho)}{h(\rho)}, \tag{3.5}
\end{equation*}
$$

for every $\rho \in(0, \infty)$ such that $h(\rho) \neq 0$. By differentiating (3.4) with respect to $\rho$, we obtain

$$
\begin{equation*}
2 \chi^{\prime}(\rho) g^{\prime \prime}(\theta)+M^{\prime}(\rho) g(\theta)=0 \quad \forall(\rho, \theta) \in \Lambda \tag{3.6}
\end{equation*}
$$

At this point, we distinguish two cases.

- Case (I): $\chi^{\prime}(\rho) \neq 0$. In this situation, assuming that the function $g$ is not identically null over $\left(-\frac{\pi}{2}, \pi\right)$ and, after dividing equation (3.6) by $\chi^{\prime}(\rho) g(\theta)$, we infer that

$$
\begin{equation*}
\frac{g^{\prime \prime}(\theta)}{g(\theta)}=-\frac{M^{\prime}(\rho)}{2 \chi^{\prime}(\rho)} \quad \forall(\rho, \theta) \in \Lambda, \tag{3.7}
\end{equation*}
$$

so that there exists $\lambda \in \mathbb{R}$ such that

$$
\begin{equation*}
g^{\prime \prime}(\theta)-\lambda g(\theta)=0 \quad \forall \theta \in\left(-\frac{\pi}{2}, \pi\right) . \tag{3.8}
\end{equation*}
$$

In this precise point our procedure differs from that in [43] since we do not assume that $-\lambda$ is a squared integer (a "physical number", see [43, Section 2]). The reason is that, since the angular region $\Lambda$ does not cover the full range $[0,2 \pi]$ for $\theta$, the function $g$ may not be periodic. Nevertheless, (3.8) shows that $g$ is a linear combination of trigonometric functions, exponentials and first-order polynomials and, therefore, it is bounded over $\left(-\frac{\pi}{2}, \pi\right)$.

Note that (3.8) implies both $g^{\prime \prime}(\theta)=\lambda g(\theta)$ and $g^{(4)}(\theta)=\lambda^{2} g(\theta)$ which, inserted into (3.4), yields

$$
\begin{equation*}
M(\rho)+2 \lambda \chi(\rho)+\lambda^{2}=0 \quad \forall \rho \in(0, \infty) . \tag{3.9}
\end{equation*}
$$

By combining (3.5) with (3.9) we obtain:

$$
\begin{equation*}
\rho^{4} h^{(4)}(\rho)+2 \rho^{3} h^{\prime \prime \prime}(\rho)+\rho^{2}(2 \lambda-1) h^{\prime \prime}(\rho)+\rho(1-2 \lambda) h^{\prime}(\rho)+\lambda(4+\lambda) h(\rho)=0 \quad \forall \rho \in(0, \infty) \tag{3.10}
\end{equation*}
$$

After the change of variables $t=\log (\rho)$, this equation becomes

$$
\begin{equation*}
h^{(4)}(t)-4 h^{\prime \prime \prime}(t)+(2 \lambda+4) h^{\prime \prime}(t)-4 \lambda h^{\prime}(t)+\lambda(4+\lambda) h(t)=0 \quad \forall t \in \mathbb{R} \tag{3.11}
\end{equation*}
$$

For a given $\lambda \in \mathbb{R}$, the characteristic polynomial of the ODE (3.11) reads

$$
P(z)=z^{4}-4 z^{3}+(2 \lambda+4) z^{2}-4 \lambda z+\lambda(4+\lambda)=(z-1)^{4}+2(\lambda-1)(z-1)^{2}+(\lambda+1)^{2}
$$

so that $P(z)=0$ if and only if $(z-1)^{2}=1-\lambda \pm 2 \sqrt{-\lambda}$. In the following list, according to the sign of $\lambda$, the roots $z_{1}, z_{2}, z_{3}, z_{4} \in \mathbb{C}$ of $P$ are computed, together with the explicit formula of the corresponding solution of the ODE (3.10).

- Case (I.1): $\lambda<0, \lambda \neq-1$. Therefore $1-\lambda \pm 2 \sqrt{|\lambda|}>0$, and $P$ has four real distinct roots, given by:

$$
\begin{array}{ll}
z_{1}=1+\sqrt{1-\lambda+2 \sqrt{|\lambda|}}, & z_{2}=1-\sqrt{1-\lambda+2 \sqrt{|\lambda|}}, \\
z_{3}=1+\sqrt{1-\lambda-2 \sqrt{|\lambda|}}, & z_{4}=1-\sqrt{1-\lambda-2 \sqrt{|\lambda|}} .
\end{array}
$$

Hence, the solutions of (3.10) are as in (3.3) 1 with $a \doteq \sqrt{1-\lambda+2 \sqrt{|\lambda|}}, b \doteq \sqrt{1-\lambda-2 \sqrt{|\lambda|}}$ and any constants $C_{1}, C_{2}, C_{3}, C_{4} \in \mathbb{R}$ such that $\chi^{\prime} \neq 0$.

- Case (I.2): $\lambda=-1$. $P$ has the real roots: $z_{1}=3, z_{2}=-1$ and $z_{3}=z_{4}=1$. Accordingly, solutions of (3.10) are as in $(3.3)_{2}$ for some arbitrary constants $C_{1}, C_{2}, C_{3}, C_{4} \in \mathbb{R}$ such that $\chi^{\prime} \neq 0$.
- Case (I.3): $\lambda=0$. $P$ has two real double roots: $z_{1}=z_{3}=2$ and $z_{2}=z_{4}=0$. Accordingly, solutions of (3.10) are as in (3.3) for some arbitrary constants $C_{1}, C_{2}, C_{3}, C_{4} \in \mathbb{R}$ such that $\chi^{\prime} \neq 0$.
- Case (I.4): $\lambda>0$. P has two pairs of complex-conjugate roots: $z_{1}=2+i \sqrt{\lambda}, z_{2}=2-i \sqrt{\lambda}, z_{3}=i \sqrt{\lambda}$, $z_{4}=-i \sqrt{\lambda}$. Accordingly, solutions of (3.10) are as in (3.3) 4 , where $\mu=\sqrt{\lambda}$ and $C_{1}, C_{2}, C_{3}, C_{4} \in \mathbb{R}$ are arbitrary constants such that $\chi^{\prime} \neq 0$.
- Case (II): $\chi^{\prime}(\rho)=0$. Then $\chi$ is constant and, by (3.6), also $M$ is constant: $\chi(\rho) \equiv \alpha$ and $M(\rho) \equiv \beta$ for some $\alpha, \beta \in \mathbb{R}$. Hence, if $g:\left(-\frac{\pi}{2}, \pi\right) \rightarrow \mathbb{R}$ is not identically null, from (3.4) we infer

$$
\begin{equation*}
g^{(4)}(\theta)+2 \alpha g^{\prime \prime}(\theta)+\beta g(\theta)=0 \quad \forall \theta \in\left(-\frac{\pi}{2}, \pi\right), \tag{3.12}
\end{equation*}
$$

whose solutions are combinations (sum, product or linear combination) of trigonometric functions, exponentials and polynomials. Furthermore, from (3.5) we obtain the following equations:

$$
\left\{\begin{array}{l}
\rho^{2} h^{\prime \prime}(\rho)-\rho h^{\prime}(\rho)+(2-\alpha) h(\rho)=0  \tag{3.13}\\
\rho^{4} h^{(4)}(\rho)+2 \rho^{3} h^{\prime \prime \prime}(\rho)-\rho^{2} h^{\prime \prime}(\rho)+\rho h^{\prime}(\rho)-\beta h(\rho)=0
\end{array} \quad \forall \rho \in(0, \infty),\right.
$$

that can be solved through the change of variables $t=\log (\rho)$. Equation (3.13) 1 yields the following families of solutions (for $\rho>0$ ):

$$
\begin{align*}
& \alpha<1 \quad \Longrightarrow h(\rho)=\rho\left[C_{1} \cos (\sqrt{1-\alpha} \log (\rho))+C_{2} \sin (\sqrt{1-\alpha} \log (\rho))\right],  \tag{3.14}\\
& \alpha=1 \Longrightarrow h(\rho)=\rho\left[C_{1}+C_{2} \log (\rho)\right],  \tag{3.15}\\
& \alpha>1 \Longrightarrow h(\rho)=C_{1} \rho^{1+\sqrt{\alpha-1}}+C_{2} \rho^{1-\sqrt{\alpha-1}}, \tag{3.16}
\end{align*}
$$

where $C_{1}, C_{2} \in \mathbb{R}$ are arbitrary constants.
Concerning (3.13) 2 , the change of variables $t=\log (\rho)$ leads to $h^{(4)}(t)-4 h^{\prime \prime \prime}(t)+4 h^{\prime \prime}(t)-\beta h(t)=0$ $(t \in \mathbb{R})$ whose characteristic polynomial is

$$
H(z) \doteq z^{4}-4 z^{3}+4 z^{2}-\beta=(z-1)^{4}-2(z-1)^{2}+1-\beta
$$

so that $H(z)=0$ if and only if $(z-1)^{2}=1 \pm \sqrt{\beta}$. In the following list, according to the values of $\beta$, the roots $z_{1}, z_{2}, z_{3}, z_{4} \in \mathbb{C}$ of $H$ are computed, together with the corresponding solutions of (3.13) ${ }_{2}$.

- Case (II.1): $\beta<0$. Here, $H$ has two pairs of complex-conjugate roots:

$$
\begin{aligned}
& z_{1}=1+\sqrt{\frac{\sqrt{1-\beta}+1}{2}}+i \sqrt{\frac{\sqrt{1-\beta}-1}{2}}, \quad z_{2}=1-\sqrt{\frac{\sqrt{1-\beta}+1}{2}}-i \sqrt{\frac{\sqrt{1-\beta}-1}{2}}, \\
& z_{3}=1+\sqrt{\frac{\sqrt{1-\beta}+1}{2}}-i \sqrt{\frac{\sqrt{1-\beta}-1}{2}}, \quad z_{4}=1-\sqrt{\frac{\sqrt{1-\beta}+1}{2}}+i \sqrt{\frac{\sqrt{1-\beta}-1}{2}},
\end{aligned}
$$

and the general solution of $(3.13)_{2}$ is:

$$
\begin{equation*}
h(\rho)=\rho^{1+a}\left[C_{1} \cos (\mu \log (\rho))+C_{2} \sin (\mu \log (\rho))\right]+\rho^{1-a}\left[C_{3} \cos (\mu \log (\rho))+C_{4} \sin (\mu \log (\rho))\right] \quad \forall \rho>0, \tag{3.17}
\end{equation*}
$$

where $a \doteq \sqrt{\sqrt{1-\beta}+1} / \sqrt{2}, \mu \doteq \sqrt{\sqrt{1-\beta}-1} / \sqrt{2}$ and $C_{1}, C_{2}, C_{3}, C_{4} \in \mathbb{R}$ are arbitrary constants.

- Case (II.2): $\beta=0$. Here $H$ has two double real roots: $z_{1}=z_{3}=2$ and $z_{2}=z_{4}=0$. The general solution of $(3.13)_{2}$ is then:

$$
\begin{equation*}
h(\rho)=C_{1}+C_{2} \log (\rho)+\rho^{2}\left[C_{3}+C_{4} \log (\rho)\right] \quad \forall \rho>0, \tag{3.18}
\end{equation*}
$$

where $C_{1}, C_{2}, C_{3}, C_{4} \in \mathbb{R}$ are arbitrary constants.

- Case (II.3): $0<\beta<1$. Therefore $1 \pm \sqrt{\beta}>0$ and $H$ has four real distinct roots, given by:

$$
z_{1}=1+\sqrt{1+\sqrt{\beta}}, \quad z_{2}=1-\sqrt{1+\sqrt{\beta}}, \quad z_{3}=1+\sqrt{1-\sqrt{\beta}}, \quad z_{4}=1-\sqrt{1-\sqrt{\beta}} .
$$

Accordingly, the general solution of $(3.13)_{2}$ is:

$$
\begin{equation*}
h(\rho)=C_{1} \rho^{1+\sqrt{1+\sqrt{\beta}}}+C_{2} \rho^{1-\sqrt{1+\sqrt{\beta}}}+C_{3} \rho^{1+\sqrt{1-\sqrt{\beta}}}+C_{4} \rho^{1-\sqrt{1-\sqrt{\beta}}} \quad \forall \rho>0, \tag{3.19}
\end{equation*}
$$

where $C_{1}, C_{2}, C_{3}, C_{4} \in \mathbb{R}$ are arbitrary constants.

- Case (II.4): $\beta=1$. Here $H$ has the real roots: $z_{1}=1+\sqrt{2}, z_{2}=1-\sqrt{2}$ and $z_{3}=z_{4}=1$. The general solution of $(3.13)_{2}$ is then:

$$
\begin{equation*}
h(\rho)=C_{1} \rho^{1+\sqrt{2}}+C_{2} \rho^{1-\sqrt{2}}+\rho\left[C_{3}+C_{4} \log (\rho)\right] \quad \forall \rho>0, \tag{3.20}
\end{equation*}
$$

where $C_{1}, C_{2}, C_{3}, C_{4} \in \mathbb{R}$ are arbitrary constants.

- Case (II.5): $\beta>1$. Since $1-\sqrt{\beta}<0<1+\sqrt{\beta}$, in this case $H$ has two real and two complex-conjugate roots, given by:

$$
z_{1}=1+\sqrt{\sqrt{\beta}+1}, \quad z_{2}=1-\sqrt{\sqrt{\beta}+1}, \quad z_{3}=1+i \sqrt{\sqrt{\beta}-1}, \quad z_{4}=1-i \sqrt{\sqrt{\beta}-1} .
$$

Accordingly, the general solution of $(3.13)_{2}$ is:

$$
\begin{equation*}
h(\rho)=\rho\left[C_{1} \cos (\mu \log (\rho))+C_{2} \sin (\mu \log (\rho))\right]+C_{3} \rho^{1+\sqrt{\sqrt{\beta}+1}}+C_{4} \rho^{1-\sqrt{\sqrt{\beta}+1}} \quad \forall \rho>0, \tag{3.21}
\end{equation*}
$$

where $\mu \doteq \sqrt{\sqrt{\beta}-1}$ and $C_{1}, C_{2}, C_{3}, C_{4} \in \mathbb{R}$ are arbitrary constants.
From (3.14) until (3.21), the functions that simultaneously solve both the equations in (3.13) are:

- functions (3.19) with $C_{3}=C_{4}=0$ and $\alpha=2+\sqrt{\beta}$, or with $C_{1}=C_{2}=0$ and $\alpha=2-\sqrt{\beta}$, that coincide with (3.16), a form included in (3.3) 1 ;
- functions (3.20) with $C_{3}=C_{4}=0$, that coincide with (3.16) if $\alpha=3$, a form included in (3.3) 1 ;
- functions (3.20 with $C_{1}=C_{2}=0$, that coincide with 3.15 , a form included in 3.3$)_{2}$;
- functions (3.21) with $C_{1}=C_{2}=0$, that coincide with (3.16) if $\alpha=2+\sqrt{\beta}$, a form included in (3.3) 1 ;
- functions (3.21) with $C_{3}=C_{4}=0$, that coincide with (3.14) if $\alpha=2-\sqrt{\beta}<1$, giving (3.3) .


## 4 Singular Stokes flows around a right angle

We consider here the stationary Stokes equations over the domain $\Lambda$ defined in (3.1):

$$
\begin{equation*}
-\eta \Delta u+\nabla p=f, \quad \nabla \cdot u=0 \quad \text { in } \Lambda . \tag{4.1}
\end{equation*}
$$

The region $\Lambda \subset \mathbb{R}^{2}$ is open and simply-connected, with a Lipschitz boundary. The origin $O$ of the reference system lies in its corner, as depicted in Figure 4.1.


Figure 4.1: Schematic representation of the domain $\Lambda$ and of the expected flow pattern.
We denote by $\left(u^{1}(y, z), u^{2}(y, z)\right)$ the components of the velocity field, so that the scalar vorticity $\omega: \Lambda \rightarrow \mathbb{R}$ is:

$$
\omega(y, z)=\frac{\partial u^{2}}{\partial y}(y, z)-\frac{\partial u^{1}}{\partial z}(y, z) \quad \forall(y, z) \in \Lambda
$$

Since $\Lambda$ is simply-connected, the incompressibility condition implies the existence of a stream function $\psi: \Lambda \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
u^{1}(y, z)=\frac{\partial \psi}{\partial z}(y, z), \quad u^{2}(y, z)=-\frac{\partial \psi}{\partial y}(y, z), \quad \omega(y, z)=-\Delta \psi(y, z) \quad \forall(y, z) \in \Lambda . \tag{4.2}
\end{equation*}
$$

Moreover, if we assume $f$ to be constant, the equation of conservation of momentum in (4.1) can be rewritten as the biharmonic equation (3.1) for the stream function $\psi$; see, e.g., [31, Chapter 2]. Then, the pressure can be found by solving $\nabla p=f+\eta \Delta u$. In the present section, (3.1) will be tackled using the separation of variables method developed in Section 3, with two main targets:

- to find the boundary conditions that could be imposed on the faces of the obstacle;
- to give a precise local description of the solution obtained with these boundary conditions.

Usually, the second target is the first step if one aims to propose a variational formulation of the Stokes equation (complemented with some boundary conditions) in a weighted Sobolev space, following the ideas contained in [35]. However, this is beyond the scopes of this article. Instead, we are here interested in classifying the solutions of 4.1), according to the following characterization:

Definition 4.1. Let $u=\left(u^{1}, u^{2}\right)$ be a solution of (4.1) in $\mathcal{C}^{2}(\Lambda)^{2}$. We say that $u$ has a separatedvariable form if its stream function $\psi: \Lambda \rightarrow \mathbb{R}$, defined by (4.2), has the form $\psi(\rho, \theta)=h(\rho) g(\theta)$, for some smooth functions $h:(0, \infty) \rightarrow \mathbb{R}$ and $g:\left(-\frac{\pi}{2}, \pi\right) \rightarrow \mathbb{R}$. We also say that $u$ is:

- a physical solution if $u \in L_{\mathrm{loc}}^{\infty}(\bar{\Lambda})^{2}$, • a finite-energy solution if $u \in H_{\mathrm{loc}}^{1}(\bar{\Lambda})^{2}$,
- a singular solution if $u \in L_{\mathrm{loc}}^{\infty}(\bar{\Lambda})^{2} \backslash H_{\mathrm{loc}}^{1}(\bar{\Lambda})^{2}$.

We emphasize that there is a small abuse of language in Definition 4.1. If the stream function has the separated-variable form $\psi(\rho, \theta)=h(\rho) g(\theta)$ (in polar coordinates), for some smooth $h:(0, \infty) \rightarrow \mathbb{R}$ and $g:\left(-\frac{\pi}{2}, \pi\right) \rightarrow \mathbb{R}$, then the components of the velocity field can be recovered through (4.2):

$$
\begin{equation*}
u^{1}(\rho, \theta)=h^{\prime}(\rho) g(\theta) \sin (\theta)+\frac{h(\rho)}{\rho} g^{\prime}(\theta) \cos (\theta), \quad u^{2}(\rho, \theta)=-h^{\prime}(\rho) g(\theta) \cos (\theta)+\frac{h(\rho)}{\rho} g^{\prime}(\theta) \sin (\theta) \tag{4.3}
\end{equation*}
$$

for $(\rho, \theta) \in \Lambda$. But, strictly speaking, 4.3) do not have a separated-variable form of the kind $H(\rho) G(\theta)$. However, in order to avoid more complicated definitions, we still call it in separated-form.

We point out that one has $H_{\mathrm{loc}}^{1}(\bar{\Lambda}) \subset L_{\mathrm{loc}}^{p}(\bar{\Lambda})$ for all $1 \leq p<\infty$, but the embedding $H_{\mathrm{loc}}^{1}(\bar{\Lambda}) \subset L_{\mathrm{loc}}^{\infty}(\bar{\Lambda})$ fails since $\Lambda$ is a planar domain. Therefore, not all finite-energy solutions will be physical solutions (nor the vice-versa). Since we have to deal with the singularity of vortices, we are here interested in singular solutions (physical infinite-energy solutions), namely bounded solutions of 4.1) with non- $L^{2}$ vorticity $\omega$. In view of $(\overline{4.2})$, this also means that the stream function $\psi$ does not belong to $H_{\mathrm{loc}}^{2}(\bar{\Lambda})$. Together with Theorem 3.1, the following result is then obtained:

Theorem 4.1. Consider the radial component $h:(0, \infty) \rightarrow \mathbb{R}$ of the stream function of a separatedvariable solution $u$ of (4.1) in $\Lambda$. If $u$ is a singular solution, then $h$ is necessarily given by:

$$
\begin{equation*}
h_{\mathcal{S}}(\rho)=\rho\left[C_{1} \cos (\mu \log (\rho))+C_{2} \sin (\mu \log (\rho))\right] \quad \forall \rho>0, \tag{4.4}
\end{equation*}
$$

for some coefficient $\mu \geq 0$ and arbitrary constants $C_{1}, C_{2} \in \mathbb{R}$.
Proof. Let us write as $\psi(\rho, \theta)=h(\rho) g(\theta)$, for some smooth $h:(0, \infty) \rightarrow \mathbb{R}$ and $g:\left(-\frac{\pi}{2}, \pi\right) \rightarrow \mathbb{R}$, the stream function of a separated-variable solution $u$ of the Stokes equations 4.1) in $\Lambda$. From Theorem 3.1 we know that $h$ must have one of the forms in (3.3), while the function $g$ belongs to $C^{\infty}\left(-\frac{\pi}{2}, \pi\right)$.

If we require that $u \in L_{\text {loc }}^{\infty}(\bar{\Lambda})^{2}$, identities (4.3) imply that

$$
\begin{equation*}
\underset{\rho \rightarrow 0}{\limsup }\left[\left|h^{\prime}(\rho) g(\theta)\right|+\frac{1}{\rho}\left|h(\rho) g^{\prime}(\theta)\right|\right]<\infty . \tag{4.5}
\end{equation*}
$$

When $g$ is not a constant function, 4.5) is equivalent to the condition

$$
\begin{equation*}
\underset{\rho \rightarrow 0}{\limsup }\left(\left|h^{\prime}(\rho)\right|+\frac{|h(\rho)|}{\rho}\right)<\infty \tag{4.6}
\end{equation*}
$$

which immediately allows us to rule out the forms $\rho^{1-\alpha}, \log (\rho), \rho \log (\rho), \cos (\mu \log (\rho))$ and $\sin (\mu \log (\rho))$ (for any $\alpha, \mu>0$ ) appearing in (3.3), since they violate 4.6). On the other hand, when $g$ is constant, there must exist $C_{1}, C_{2}, C_{3}, C_{4} \in \mathbb{R}$ (see the proof of Theorem 3.1) such that $h(\rho)=C_{1}+C_{2} \log (\rho)+$ $\rho^{2}\left[C_{3}+C_{4} \log (\rho)\right], \forall \rho>0$, which fulfills 4.5) if and only if $C_{2}=0$. Nevertheless, as we will see in the next item, if $g$ is constant and $h(\rho)=C_{1}+\rho^{2}\left[C_{3}+C_{4} \log (\rho)\right]$, then $u$ belongs to $H_{\mathrm{loc}}^{1}(\bar{\Lambda})^{2}$ so that it is not a singular solution.

If $u \notin H_{\text {loc }}^{1}(\bar{\Lambda})^{2}$, then there exists $\delta>0$ such that

$$
\begin{align*}
& \int_{-\frac{\pi}{2}}^{\pi} \int_{0}^{\delta} \rho\left(\left|\nabla u^{1}(\rho, \theta)\right|^{2}+\left|\nabla u^{2}(\rho, \theta)\right|^{2}\right) d \rho d \theta \\
= & \int_{-\frac{\pi}{2}}^{\pi} \int_{0}^{\delta} \rho\left[h^{\prime \prime}(\rho)^{2} g(\theta)^{2}+2\left(\frac{\rho h^{\prime}(\rho)-h(\rho)}{\rho^{2}}\right)^{2} g^{\prime}(\theta)^{2}+\left(\frac{h^{\prime}(\rho)}{\rho} g(\theta)+\frac{h(\rho)}{\rho^{2}} g^{\prime \prime}(\theta)\right)^{2}\right] d \rho d \theta=\infty . \tag{4.7}
\end{align*}
$$

Then, the case when $g$ is constant and $h(\rho)=C_{1}+\rho^{2}\left[C_{3}+C_{4} \log (\rho)\right]$ is ruled out. Moreover, the condition

$$
\begin{equation*}
\int_{0}^{r}\left(\rho h^{\prime \prime}(\rho)^{2}+\frac{h^{\prime}(\rho)^{2}}{\rho}+\frac{h(\rho)^{2}}{\rho^{3}}\right) d \rho<\infty \quad \forall r \in(0, \infty) \tag{4.8}
\end{equation*}
$$

implies that $u \in H_{\mathrm{loc}}^{1}(\bar{\Lambda})^{2}$. This allows us to exclude the terms $\rho^{1+\alpha}, \rho^{2} \log (\rho), \rho^{2} \cos (\mu \log (\rho))$ and $\rho^{2} \sin (\mu \log (\rho))$ (for any $\alpha, \mu>0$ ) appearing in (3.3), since they verify 4.8).

Summarizing, the only expression in (3.3) not being ruled out by criteria (4.5)-(4.7) is precisely $h_{\mathcal{S}}$ in (4.4). In this case, we infer that $g$ cannot be constant, so that 4.6) may be used to show that $u$ belongs
to $L_{\text {loc }}^{\infty}(\bar{\Lambda})^{2}$. Indeed, $h_{\mathcal{S}}(\rho) / \rho$ and $h_{\mathcal{S}}^{\prime}(\rho)$ are bounded in any interval $(0, r)$ with finite $r>0$ so that 4.6) is verified. Moreover, when $\mu>0$ one has that

$$
\int_{0}^{1} \frac{\cos ^{2}(\mu \log (\rho))}{\rho} d \rho=\int_{0}^{+\infty} \cos ^{2}(\mu t) d t=\infty \quad \text { and } \quad \int_{0}^{1} \frac{\sin ^{2}(\mu \log (\rho))}{\rho} d \rho=\infty
$$

so that (4.7) is verified for $\delta=1$, and then $u \notin H_{\text {loc }}^{1}(\bar{\Lambda})^{2}$ for any $\mu>0$.
If $\mu=0$, then (4.4) reduces to $h_{\mathcal{S}}(\rho)=C_{1} \rho$, for every $\rho>0$, a function that satisfies condition (4.6) and that fulfills 4.7) for $\delta=1$ only when the associated angular function $g_{\mathcal{S}}$ does not belong to the span of $\{\cos (\theta), \sin (\theta)\}$. Within the proof of Theorem 3.1, the form $h_{\mathcal{S}}(\rho)=C_{1} \rho$ yields $\alpha=\beta=1$ in Case (II) and, accordingly, $g_{\mathcal{S}}$ solves the ODE

$$
\begin{equation*}
g_{\mathcal{S}}^{(4)}(\theta)+2 g_{\mathcal{S}}^{\prime \prime}(\theta)+g_{\mathcal{S}}(\theta)=0 \quad \forall \theta \in\left(-\frac{\pi}{2}, \pi\right) \tag{4.9}
\end{equation*}
$$

whose general solution is given by

$$
\begin{equation*}
g_{\mathcal{S}}(\theta)=Q_{1} \theta \cos (\theta)+Q_{2} \theta \sin (\theta)+Q_{3} \cos (\theta)+Q_{4} \sin (\theta) \quad \forall \theta \in\left(-\frac{\pi}{2}, \pi\right) \tag{4.10}
\end{equation*}
$$

for some constants $Q_{1}, Q_{2}, Q_{3}, Q_{4} \in \mathbb{R}$. The resulting functions $\rho \cos (\theta)$ and $\rho \sin (\theta)$ are not singular so that we may choose $Q_{3}=Q_{4}=0$. Then we conclude that $h_{\mathcal{S}}(\rho) g_{\mathcal{S}}(\theta)$ fulfills 4.7) and, therefore, $u \notin H_{\text {loc }}^{1}(\bar{\Lambda})^{2}$ also when $\mu=0$.

If we drop the separated-variable assumption, as a consequence of Theorem 4.1 we have
Corollary 4.1. Any stream function of the kind

$$
\begin{align*}
& \psi_{\mathcal{S}}(\rho, \theta)=\rho\left[Q_{1} \theta \cos (\theta)+Q_{2} \theta \sin (\theta)\right] \\
& +\sum_{k=1}^{\infty} \rho\left[C_{1} \cos (k \log (\rho))+C_{2} \sin (k \log (\rho))\right]\left[e^{k \theta}\left(A_{1} \cos (\theta)+A_{2} \sin (\theta)\right)+e^{-k \theta}\left(A_{3} \cos (\theta)+A_{4} \sin (\theta)\right)\right] \tag{4.11}
\end{align*}
$$

for every $(\rho, \theta) \in \Lambda$ and arbitrary constants $Q_{1}, Q_{2} \in \mathbb{R}$, yields a singular and non-separated variable solution $u$ of (4.1), provided that the constants $A_{1}, A_{2}, A_{3}, A_{4}, C_{1}, C_{2} \in \mathbb{R}$ (that depend on $k \in \mathbb{N}$ ) are properly chosen in order to ensure the convergence of the series.
Proof. From Theorem 4.1 we know that the radial component $h_{\mathcal{S}}:(0, \infty) \rightarrow \mathbb{R}$ of the stream function of a singular and separated-variable solution $u$ of (4.1) in $\Lambda$ is given by (4.4), for some coefficient $\mu \geq 0$ and arbitrary constants $C_{1}, C_{2} \in \mathbb{R}$. Furthermore, the functions $\chi_{\mathcal{S}}$ and $M_{\mathcal{S}}$ in 3.5) are given by:

$$
\chi_{\mathcal{S}}(\rho)=1-\mu^{2}, \quad M_{\mathcal{S}}(\rho)=\left(1+\mu^{2}\right)^{2} \quad \forall \rho>0 .
$$

That is, according to the proof of Theorem 3.1, (4.4) corresponds to the form (3.3) ${ }_{5}$, which is obtained in Case (II) where $\chi_{\mathcal{S}}^{\prime} \equiv 0$. In turn, the associated angular function $g_{\mathcal{S}}$ must satisfy (3.4), which reads:

$$
\begin{equation*}
g_{\mathcal{S}}^{(4)}(\theta)+2\left(1-\mu^{2}\right) g_{\mathcal{S}}^{\prime \prime}(\theta)+\left(1+\mu^{2}\right)^{2} g_{\mathcal{S}}(\theta)=0 \quad \forall \theta \in\left(-\frac{\pi}{2}, \pi\right) . \tag{4.12}
\end{equation*}
$$

When $\mu>0$, all the solutions of (4.12) may be written as

$$
\begin{equation*}
g_{\mathcal{S}}(\theta)=e^{\mu \theta}\left[A_{1} \cos (\theta)+A_{2} \sin (\theta)\right]+e^{-\mu \theta}\left[A_{3} \cos (\theta)+A_{4} \sin (\theta)\right] \quad \forall \theta \in\left(-\frac{\pi}{2}, \pi\right) \tag{4.13}
\end{equation*}
$$

for some constants $A_{1}, A_{2}, A_{3}, A_{4} \in \mathbb{R}$ that may depend on $\mu$. On the other hand, when $\mu=0$, the general solution of (4.12) is given by 4.10), for some $Q_{1}, Q_{2}, Q_{3}, Q_{4} \in \mathbb{R}$. However, since we are only interested in singular solutions of 4.1), we take $Q_{3}=Q_{4}=0$, as in the proof of Theorem 4.1. Recall that, by (4.4), the angular functions (4.13) and (4.10) (with $Q_{3}=Q_{4}=0$ ) can only be coupled to the radial functions $\rho\left[C_{1} \cos (\mu \log (\rho))+C_{2} \sin (\mu \log (\rho))\right]$ and $\rho$, respectively. If we restrict ourselves to integer values of the coefficient $\mu$, this enables us to drop the separated-variable assumption and to find physical and infinite-energy solutions of (3.1) in the form (4.11).

## 5 Some boundary conditions leading to vortices

In this section we show that some singular solutions of 4.1) can successfully describe, both from an analytical and physical point of view, the rather chaotic dynamics of the vortex shedding pattern described in the Introduction. By adapting the first boundary condition over $\Gamma_{3}$ in 2.6 to the "localized" configuration in $\Lambda$, we see that the first (resp. second) component of the velocity field must vanish over the vertical face $\Gamma_{32}$ (resp. horizontal face $\Gamma_{31}$ ):

$$
\begin{equation*}
u^{2}=0 \quad \text { on } \Gamma_{31} \text { and } u^{1}=0 \quad \text { on } \Gamma_{32} . \tag{5.1}
\end{equation*}
$$

In the next two subsections we complement "by hand" (5.1) with further boundary conditions in order to build solutions of (4.1) displaying vortices. We will exhibit singular solutions $u \in \mathcal{C}^{2}(\bar{\Lambda} \backslash\{(0,0)\})^{2}$ whose streamlines qualitatively describe vortices.

### 5.1 Boundary conditions for laminar inflow

In this subsection we exhibit an example in which the boundary conditions satisfied by the singular solution of (3.1) (in separated variables) lead to the formation of vortices around the corner and over the leeward wall of the domain $\Lambda$. The mechanical description of the vortex shedding given in [40, Section 4.2 .6 ] and [42] suggest that the flow should be laminar over $\Gamma_{31}$. Therefore, taking into account (5.1), we will seek solutions $u=\left(u^{1}, u^{2}\right)$ of (4.1) in $\Lambda$ verifying

$$
\begin{equation*}
u^{2}=\omega=0 \quad \text { on } \Gamma_{31} \quad \text { and } \quad u^{1}=0, \omega=\omega_{0} \quad \text { on } \Gamma_{32} . \tag{5.2}
\end{equation*}
$$

We point out that boundary conditions such as (5.2) were considered by Kwon-Kweon [30, Section 2] for $\omega_{0}=0$, while our choice will be different, see 5.13 below.

We take $h_{\mathcal{S}}$ in (4.4), with $C_{1}=C_{2}=\mu=1$, as the radial component of the singular stream function. Correspondingly, the angular component $g_{\mathcal{S}}$ must satisfy (3.12) with $\alpha=0$ and $\beta=4$ :

$$
\begin{equation*}
g_{\mathcal{S}}^{(4)}(\theta)+4 g_{\mathcal{S}}(\theta)=0 \quad \forall \theta \in\left(-\frac{\pi}{2}, \pi\right) \tag{5.3}
\end{equation*}
$$

that is, there exist constants $A_{1}, A_{2}, A_{3}, A_{4} \in \mathbb{R}$ such that

$$
\begin{equation*}
g_{\mathcal{S}}(\theta)=A_{1} \cosh (\theta) \cos (\theta)+A_{2} \cosh (\theta) \sin (\theta)+A_{3} \sinh (\theta) \cos (\theta)+A_{4} \sinh (\theta) \sin (\theta) \quad \forall \theta \in\left(-\frac{\pi}{2}, \pi\right) . \tag{5.4}
\end{equation*}
$$

Therefore, we take $\psi_{\mathcal{S}}(\rho, \theta) \doteq h_{\mathcal{S}}(\rho) g_{\mathcal{S}}(\theta)$ as singular solution of (3.1) and we use (4.3) to compute

$$
\left\{\begin{align*}
u_{\mathcal{S}}^{1}(\rho, \theta)= & \cos (\theta)[\cos (\log (\rho))+\sin (\log (\rho))]\left[\left(A_{2}+A_{3}\right) \cos (\theta) \cosh (\theta)+\left(A_{4}-A_{1}\right) \sin (\theta) \cosh (\theta)\right]  \tag{5.5}\\
& +\cos (\theta)[\cos (\log (\rho))+\sin (\log (\rho))]\left[\left(A_{1}+A_{4}\right) \cos (\theta) \sinh (\theta)+\left(A_{2}-A_{3}\right) \sin (\theta) \sinh (\theta)\right] \\
& +2 \sin (\theta) \cos (\log (\rho))\left\{\left[A_{1} \cos (\theta)+A_{2} \sin (\theta)\right] \cosh (\theta)+\left[A_{3} \cos (\theta)+A_{4} \sin (\theta)\right] \sinh (\theta)\right\} \\
u_{\mathcal{S}}^{2}(\rho, \theta)= & \sin (\theta)[\cos (\log (\rho))+\sin (\log (\rho))]\left[\left(A_{2}+A_{3}\right) \cos (\theta) \cosh (\theta)+\left(A_{4}-A_{1}\right) \sin (\theta) \cosh (\theta)\right] \\
& +\sin (\theta)[\cos (\log (\rho))+\sin (\log (\rho))]\left[\left(A_{1}+A_{4}\right) \cos (\theta) \sinh (\theta)+\left(A_{2}-A_{3}\right) \sin (\theta) \sinh (\theta)\right] \\
& -2 \cos (\theta) \cos (\log (\rho))\left\{\left[A_{1} \cos (\theta)+A_{2} \sin (\theta)\right] \cosh (\theta)+\left[A_{3} \cos (\theta)+A_{4} \sin (\theta)\right] \sinh (\theta)\right\},
\end{align*}\right.
$$

for $(\rho, \theta) \in \Lambda$. Due to (5.1), the constants $A_{1}, A_{2}, A_{3}, A_{4}$ must be chosen in such a way that

$$
\left\{\begin{array}{l}
u_{\mathcal{S}}^{1}\left(\rho,-\frac{\pi}{2}\right)=2 \cos (\log (\rho))\left[A_{2} \cosh \left(\frac{\pi}{2}\right)-A_{4} \sinh \left(\frac{\pi}{2}\right)\right]=0  \tag{5.6}\\
u_{\mathcal{S}}^{2}(\rho, \pi)=-2 \cos (\log (\rho))\left[A_{1} \cosh (\pi)+A_{3} \sinh (\pi)\right]=0
\end{array}\right.
$$

for $\rho>0$. Moreover, for the scalar vorticity we have

$$
\begin{align*}
\omega_{\mathcal{S}}(\rho, \theta)=-\Delta \psi_{\mathcal{S}}(\rho, \theta)= & -\frac{2}{\rho} \cosh (\theta) \sin (\theta)\left[\left(A_{2}-A_{3}\right) \cos (\log (\rho))-\left(A_{2}+A_{3}\right) \sin (\log (\rho))\right] \\
& -\frac{2}{\rho} \cosh (\theta) \cos (\theta)\left[\left(A_{1}+A_{4}\right) \cos (\log (\rho))+\left(A_{4}-A_{1}\right) \sin (\log (\rho))\right]  \tag{5.7}\\
& -\frac{2}{\rho} \sinh (\theta) \cos (\theta)\left[\left(A_{2}+A_{3}\right) \cos (\log (\rho))+\left(A_{2}-A_{3}\right) \sin (\log (\rho))\right] \\
& +\frac{2}{\rho} \sinh (\theta) \sin (\theta)\left[\left(A_{1}-A_{4}\right) \cos (\log (\rho))+\left(A_{1}+A_{4}\right) \sin (\log (\rho))\right]
\end{align*}
$$

for $(\rho, \theta) \in \Lambda$. In view of 5.2 , the constants $A_{1}, A_{2}, A_{3}, A_{4}$ must also satisfy

$$
\begin{align*}
\omega_{\mathcal{S}}(\rho, \pi)= & \frac{2}{\rho} \sin (\log (\rho))\left[\left(A_{4}-A_{1}\right) \cosh (\pi)+\left(A_{2}-A_{3}\right) \sinh (\pi)\right] \\
& +\frac{2}{\rho} \cos (\log (\rho))\left[\left(A_{1}+A_{4}\right) \cosh (\pi)+\left(A_{2}+A_{3}\right) \sinh (\pi)\right]=0 \tag{5.8}
\end{align*}
$$

for $\rho>0$. Thus, after combining (5.6) and (5.8), we infer that the constants must satisfy the following algebraic system in matrix form:

$$
\left[\begin{array}{cccc}
\cosh (\pi) & 0 & \sinh (\pi) & 0  \tag{5.9}\\
-\cosh (\pi) & \sinh (\pi) & -\sinh (\pi) & \cosh (\pi) \\
\cosh (\pi) & \sinh (\pi) & \sinh (\pi) & \cosh (\pi) \\
0 & \cosh \left(\frac{\pi}{2}\right) & 0 & -\sinh \left(\frac{\pi}{2}\right)
\end{array}\right]\left[\begin{array}{l}
A_{1} \\
A_{2} \\
A_{3} \\
A_{4}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

Notice that the matrix of the left-hand side of 5.9 is singular, since the first and third columns are proportional. Consequently, system (5.9) has infinitely many solutions (as expected, because we are only imposing three boundary conditions out of possible four) given by

$$
A_{2}=A_{4}=0, \quad A_{1}=-A_{3} \tanh (\pi)
$$

The resulting expressions for the singular stream function, velocity field and vorticity are given below.

- Stream function: $\psi_{\mathcal{S}}(\rho, \theta)=A \cos (\theta) \cosh (\theta)[\tanh (\theta)-\tanh (\pi)] \cdot \rho[\cos (\log (\rho))+\sin (\log (\rho))]$, for $(\rho, \theta) \in \Lambda$ and any constant $A \in \mathbb{R}$.
- Components of the velocity field:

$$
\left\{\begin{align*}
u_{\mathcal{S}}^{1}(\rho, \theta)= & A \cosh (\theta) \cos (\theta)[\cos (\theta)+\tanh (\pi) \sin (\theta)][\cos (\log (\rho))+\sin (\log (\rho))]  \tag{5.10}\\
& -A \sinh (\theta) \cos (\theta)[\sin (\theta)+\tanh (\pi) \cos (\theta)][\cos (\log (\rho))+\sin (\log (\rho))] \\
& -2 A \cos (\theta) \sin (\theta) \frac{\sinh (\pi-\theta)}{\cosh (\pi)} \cos (\log (\rho)) \\
u_{\mathcal{S}}^{2}(\rho, \theta)= & A \cosh (\theta) \sin (\theta)[\cos (\theta)+\tanh (\pi) \sin (\theta)][\cos (\log (\rho))+\sin (\log (\rho))] \\
& -A \sinh (\theta) \sin (\theta)[\sin (\theta)+\tanh (\pi) \cos (\theta)][\cos (\log (\rho))+\sin (\log (\rho))] \\
& +2 A \cos ^{2}(\theta) \frac{\sinh (\pi-\theta)}{\cosh (\pi)} \cos (\log (\rho))
\end{align*}\right.
$$

for $(\rho, \theta) \in \Lambda$ and any constant $A \in \mathbb{R}$. Notice that $\left(u_{\mathcal{S}}^{1}, u_{\mathcal{S}}^{2}\right) \in \mathcal{C}^{2}(\bar{\Lambda} \backslash\{(0,0)\})^{2}$.

## - Vorticity:

$$
\begin{align*}
\omega_{\mathcal{S}}(\rho, \theta)= & \frac{2 A}{\rho} \sinh (\theta)\{\cos (\theta)[\sin (\log (\rho))-\cos (\log (\rho))]-\tanh (\pi) \sin (\theta)[\sin (\log (\rho))+\cos (\log (\rho))]\}  \tag{5.11}\\
& +\frac{2 A}{\rho} \cosh (\theta)\{[\sin (\theta)-\tanh (\pi) \cos (\theta)] \sin (\log (\rho))+[\sin (\theta)+\tanh (\pi) \cos (\theta)] \cos (\log (\rho))\}
\end{align*}
$$

for $(\rho, \theta) \in \Lambda$ and any constant $A \in \mathbb{R}$. As expected, the vorticity is not in $L^{2}(\Lambda)$. In particular, the restriction of the vorticity field to the vertical face $\Gamma_{32}$ is given by:

$$
\begin{equation*}
\omega_{\mathcal{S}}\left(\rho,-\frac{\pi}{2}\right)=-\frac{2 A}{\rho} \frac{\cosh \left(\frac{3 \pi}{2}\right)}{\cosh (\pi)}[\sin (\log (\rho))+\cos (\log (\rho))] \quad \forall \rho>0 . \tag{5.12}
\end{equation*}
$$

Therefore, by selecting the value of $A=A_{0} \doteq-\frac{1}{2} \frac{\cosh (\pi)}{\cosh \left(\frac{\pi \pi}{2}\right)}$, we infer that the velocity field $u_{\mathcal{S}}$ in (5.10) satisfies (4.1) in $\Lambda$ and the boundary conditions (5.2) with

$$
\begin{equation*}
\omega_{0}(\rho) \doteq \frac{1}{\rho}[\sin (\log (\rho))+\cos (\log (\rho))] \quad \forall \rho>0 . \tag{5.13}
\end{equation*}
$$

A contour plot of $\omega_{\mathcal{S}}$ in 5.11, with $A=A_{0}$, is presented in Figure 5.1, where such quantity is considered in a disk of radius 0.005 around the corner (compare with the isovorticity plots obtained in [15]).


Figure 5.1: Contour plot of $\omega_{\mathcal{S}}$ in 5.11) for $A=A_{0}$, on a disk of radius 0.005 around the corner.
Furthermore, the streamline plot of the velocity field 5.10 (with $A=A_{0}$ ) in Figure 5.2 displays a noticeable vortex pattern around the corner (to be compared with [15, Figure 12] or [44, Figure 2]).


Figure 5.2: Streamline plot of $u_{\mathcal{S}}=\left(u_{\mathcal{S}}^{1}, u_{\mathcal{S}}^{2}\right)$ in (5.10) for $A=A_{0}$, on a disk of unitary radius.

### 5.2 Boundary conditions with oriented velocity

A further natural condition over the horizontal face $\Gamma_{31}$ concerns the first component of the velocity field, which must have a positive sign in order to follow the inflow direction. In [20] (see also [30, Corollary 1.1]) such positivity condition is imposed on some given part of the boundary as a constraint for a related drag-minimization problem. Therefore, given two functions $\xi: \Gamma_{31} \rightarrow(0, \infty)$ and $\omega_{0}: \Gamma_{32} \rightarrow \mathbb{R}$, and taking into account (5.1), here we seek solutions $u=\left(u^{1}, u^{2}\right)$ of (4.1) in $\Lambda$ verifying

$$
\begin{equation*}
u^{1}=\xi, u^{2}=0 \quad \text { on } \Gamma_{31} \quad \text { and } \quad u^{1}=0, \omega=\omega_{0} \quad \text { on } \Gamma_{32} . \tag{5.14}
\end{equation*}
$$

Explicit forms for $\xi$ and $\omega_{0}$ will be given in (5.27), in order to fit singular solutions of (4.1) into the boundary conditions (5.14). To this end, we need first to "adjust" the general expression (4.11) with some regular solution of (4.1), according to the following definition:
Definition 5.1. We say that a solution $u$ of (4.1) is regular if $u \in C^{2}(\bar{\Lambda})^{2}$.
Clearly, a regular solution is associated to a stream function $\psi \in C^{4}(\bar{\Lambda})$. Following [28], we then write the solutions of (3.2) as

$$
\begin{equation*}
\psi(\rho, \theta)=\psi_{\mathcal{S}}(\rho, \theta)+\psi_{\mathcal{R}}(\rho, \theta) \quad \forall(\rho, \theta) \in \Lambda \tag{5.15}
\end{equation*}
$$

where $\psi_{\mathcal{S}}$ is as in (4.11) and $\psi_{\mathcal{R}}: \Lambda \rightarrow \mathbb{R}$ denotes the regular component of the stream function. The regular part $\psi_{\mathcal{R}}$ in (5.15) has much more freedom, since it only needs to "balance" $\psi_{\mathcal{S}}$ in order to match (5.14). Therefore, we consider a very simple form, we take $\psi_{\mathcal{R}}(y, z)=A y+B z$, for some $A, B \in \mathbb{R}$. Clearly, $\Delta^{2} \psi_{\mathcal{R}}=0$ in $\Lambda$ and

$$
\begin{equation*}
u_{\mathcal{R}}^{1}(y, z)=B, \quad u_{\mathcal{R}}^{2}(y, z)=-A, \quad \omega_{\mathcal{R}}(y, z)=0 \quad \forall(y, z) \in \bar{\Lambda} . \tag{5.16}
\end{equation*}
$$

Notice that the dependence with respect to $\rho$ in the series 4.11) does not vanish at the boundaries $\Gamma_{31}$ and $\Gamma_{32}$. Therefore, such series cannot be equalized to a constant different from zero, and the expression $\rho\left[Q_{1} \theta \cos (\theta)+Q_{2} \theta \sin (\theta)\right]$ needs to act as the counterbalance part. After imposing the boundary conditions (5.14), and in view of (4.11)-(5.15)-(5.16), we see that

- $u^{1}\left(\rho,-\frac{\pi}{2}\right)=u_{\mathcal{R}}^{1}\left(\rho,-\frac{\pi}{2}\right)+u_{\mathcal{S}}^{1}\left(\rho,-\frac{\pi}{2}\right)=0$, for $\rho>0$, that is

$$
\begin{equation*}
B-\frac{\pi}{2} Q_{2}+\sum_{k=1}^{\infty} e^{-\frac{k \pi}{2}}\left(A_{2}+e^{k \pi} A_{4}\right)\left[\left(C_{1}+k C_{2}\right) \cos (k \log (\rho))+\left(C_{2}-k C_{1}\right) \sin (k \log (\rho))\right]=0 \quad \forall \rho>0 \tag{5.17}
\end{equation*}
$$

This implies that $B=\frac{\pi}{2} Q_{2}$ and $A_{2}(k)=-e^{k \pi} A_{4}(k)$, for any integer $k \geq 1$.

- $u^{2}(\rho, \pi)=u_{\mathcal{R}}^{2}(\rho, \pi)+u_{\mathcal{S}}^{2}(\rho, \pi)=0$, for $\rho>0$, that is

$$
\begin{equation*}
-A-\pi Q_{1}-\sum_{k=1}^{\infty} e^{-k \pi}\left(A_{3}+e^{2 k \pi} A_{1}\right)\left[\left(C_{1}+k C_{2}\right) \cos (k \log (\rho))+\left(C_{2}-k C_{1}\right) \sin (k \log (\rho))\right]=0 \quad \forall \rho>0 . \tag{5.18}
\end{equation*}
$$

This implies that $A=-\pi Q_{1}$ and $A_{3}(k)=-e^{2 k \pi} A_{1}(k)$, for any integer $k \geq 1$.

- Regarding the positivity condition in (5.14), the relations derived from (5.17)-5.18) imply that:

$$
\begin{align*}
& u^{1}(\rho, \pi)=u_{\mathcal{R}}^{1}(\rho, \pi)+u_{\mathcal{S}}^{1}(\rho, \pi) \\
& =-\frac{A}{\pi}+3 B+\sum_{k=1}^{\infty}\left[\left(e^{-k \pi}-e^{2 k \pi}\right) A_{4}(k)+2 k e^{k \pi} A_{1}(k)\right]\left[C_{1}(k) \cos (k \log (\rho))+C_{2}(k) \sin (k \log (\rho))\right], \tag{5.19}
\end{align*}
$$

for $\rho>0$. Now, as stated in [41, Supplement 2], for every $a \in(-1,1)$ and $x \in \mathbb{R}$ we have the following series

$$
\sum_{k=0}^{\infty} a^{k} \cos (k x)=\frac{1-a \cos (x)}{1-2 a \cos (x)+a^{2}}, \quad \sum_{k=0}^{\infty} a^{k} \sin (k x)=\frac{a \sin (x)}{1-2 a \cos (x)+a^{2}},
$$

and the sum of the first series is a strictly positive function in $\mathbb{R}$. This leads us to impose $-\frac{A}{\pi}+3 B=1$ and to select the following values for the sequences of constants appearing in (5.19):

$$
\begin{equation*}
A_{1}(k)=\frac{e^{-3 k \pi}}{2 k}, \quad A_{4}(k)=C_{2}(k)=0 \quad \text { and } \quad C_{1}(k)=1 \quad \forall k \geq 1, k \in \mathbb{N} . \tag{5.20}
\end{equation*}
$$

After inserting (5.20) into (5.19) we obtain:

$$
\begin{equation*}
u^{1}(\rho, \pi)=1+\sum_{k=1}^{\infty} e^{-2 k \pi} \cos (k \log (\rho))=\frac{1-e^{-2 \pi} \cos (\log (\rho))}{1-2 e^{-2 \pi} \cos (\log (\rho))+e^{-4 \pi}} \quad \forall \rho>0 . \tag{5.21}
\end{equation*}
$$

As a particular case, we choose $A=2 \pi$ and $B=1$, so that $Q_{1}=-2$ and $Q_{2}=2 / \pi$. The resulting expressions for the stream function, velocity and vorticity fields are computed below.

## - Stream function:

$\psi(\rho, \theta)=\rho\left[2(\pi-\theta) \cos (\theta)+\left(\frac{2 \theta}{\pi}+1\right) \sin (\theta)\right]+\frac{\rho}{2} \cos (\theta) \sum_{k=1}^{\infty} \frac{1}{k}\left[e^{-k(3 \pi-\theta)}-e^{-k(\theta+\pi)}\right] \cos (k \log (\rho))$,
for $(\rho, \theta) \in \Lambda$. Notice that the interval of definition of $\theta$ ensures the convergence of the series of functions in (5.22).

## - First component of the velocity field:

$$
\begin{align*}
& u^{1}(\rho, \theta)=\frac{1}{\pi}[2 \theta+\sin (2 \theta)]-\cos (2 \theta) \\
& \quad+\frac{1}{2} \cos ^{2}(\theta)\left[\frac{1-e^{-(\theta+\pi)} \cos (\log (\rho))}{1-2 e^{-(\theta+\pi)} \cos (\log (\rho))+e^{-2(\theta+\pi)}}+\frac{1-e^{(\theta-3 \pi)} \cos (\log (\rho))}{1-2 e^{(\theta-3 \pi)} \cos (\log (\rho))+e^{2(\theta-3 \pi)}}-2\right]  \tag{5.23}\\
& \quad+\frac{1}{2} \cos (\theta) \sin (\theta)\left[\frac{e^{-(\theta+\pi)} \sin (\log (\rho))}{1-2 e^{-(\theta+\pi)} \cos (\log (\rho))+e^{-2(\theta+\pi)}}-\frac{e^{(\theta-3 \pi)} \sin (\log (\rho))}{1-2 e^{(\theta-3 \pi)} \cos (\log (\rho))+e^{2(\theta-3 \pi)}}\right]
\end{align*}
$$

for $(\rho, \theta) \in \Lambda$.

## - Second component of the velocity field:

$$
\begin{align*}
& u^{2}(\rho, \theta)=2(\theta-\pi)-\sin (2 \theta)+\frac{1}{\pi}[1-\cos (2 \theta)]+\frac{1}{2} \sum_{k=1}^{\infty} \frac{1}{k}\left[e^{-k(\theta+\pi)}-e^{-k(3 \pi-\theta)}\right] \cos (k \log (\rho)) \\
& \quad+\frac{1}{2} \cos (\theta) \sin (\theta)\left[\frac{1-e^{-(\theta+\pi)} \cos (\log (\rho))}{1-2 e^{-(\theta+\pi)} \cos (\log (\rho))+e^{-2(\theta+\pi)}}+\frac{1-e^{(\theta-3 \pi)} \cos (\log (\rho))}{1-2 e^{(\theta-3 \pi)} \cos (\log (\rho))+e^{2(\theta-3 \pi)}}-2\right]  \tag{5.24}\\
& \quad-\frac{1}{2} \cos ^{2}(\theta)\left[\frac{e^{-(\theta+\pi)} \sin (\log (\rho))}{1-2 e^{-(\theta+\pi)} \cos (\log (\rho))+e^{-2(\theta+\pi)}}-\frac{e^{(\theta-3 \pi)} \sin (\log (\rho))}{1-2 e^{(\theta-3 \pi)} \cos (\log (\rho))+e^{2(\theta-3 \pi)}}\right]
\end{align*}
$$

for $(\rho, \theta) \in \Lambda$. Notice again that $\left(u^{1}, u^{2}\right) \in \mathcal{C}^{2}(\bar{\Lambda} \backslash\{(0,0)\})^{2}$.

## - Scalar vorticity:

$$
\begin{align*}
& \omega(\rho, \theta)=-\frac{4}{\pi \rho}[\cos (\theta)+\pi \sin (\theta)] \\
& \quad+\frac{1}{\rho} \sin (\theta)\left[\frac{1-e^{-(\theta+\pi)} \cos (\log (\rho))}{1-2 e^{-(\theta+\pi)} \cos (\log (\rho))+e^{-2(\theta+\pi)}}+\frac{1-e^{(\theta-3 \pi)} \cos (\log (\rho))}{1-2 e^{(\theta-3 \pi)} \cos (\log (\rho))+e^{2(\theta-3 \pi)}}-2\right]  \tag{5.25}\\
& \quad-\frac{1}{\rho} \cos (\theta)\left[\frac{e^{-(\theta+\pi)} \sin (\log (\rho))}{1-2 e^{-(\theta+\pi)} \cos (\log (\rho))+e^{-2(\theta+\pi)}}-\frac{e^{(\theta-3 \pi)} \sin (\log (\rho))}{1-2 e^{(\theta-3 \pi)} \cos (\log (\rho))+e^{2(\theta-3 \pi)}}\right],
\end{align*}
$$

for $(\rho, \theta) \in \Lambda$. As expected, notice that the vorticity is clearly not in $L^{2}(\Lambda)$. In particular, the restriction of the vorticity to the vertical face $\Gamma_{32}$ is given by:

$$
\begin{equation*}
\omega\left(\rho,-\frac{\pi}{2}\right)=\frac{6}{\rho}-\frac{1}{\rho}\left[\frac{1-e^{-\frac{\pi}{2}} \cos (\log (\rho))}{1-2 e^{-\frac{\pi}{2}} \cos (\log (\rho))+e^{-\pi}}+\frac{1-e^{-\frac{7 \pi}{2}} \cos (\log (\rho))}{1-2 e^{-\frac{7 \pi}{2}} \cos (\log (\rho))+e^{-7 \pi}}\right] \quad \forall \rho>0 \tag{5.26}
\end{equation*}
$$

As a consequence of these computations, we infer that the $\psi(5.22)$ is a biharmonic function in $\Lambda$, whose velocity field (5.23)-(5.24) satisfies (4.1) in $\Lambda$ and (5.14) with:

$$
\left\{\begin{align*}
\xi(\rho) & \doteq \frac{1-e^{-2 \pi} \cos (\log (\rho))}{1-2 e^{-2 \pi} \cos (\log (\rho))+e^{-4 \pi}},  \tag{5.27}\\
\omega_{0}(\rho) & \doteq \frac{1}{\rho}\left[6-\frac{1-e^{-\frac{\pi}{2}} \cos (\log (\rho))}{1-2 e^{-\frac{\pi}{2}} \cos (\log (\rho))+e^{-\pi}}-\frac{1-e^{-\frac{7 \pi}{2}} \cos (\log (\rho))}{1-2 e^{-\frac{7 \pi}{2}} \cos (\log (\rho))+e^{-7 \pi}}\right],
\end{align*}\right.
$$

for $\rho>0$. A contour plot of the vorticity (5.25) is presented in Figure 5.3. The chaotic dynamics of the vortex shedding process are properly illustrated and characterized by the increasing values of the vorticity (to be compared with Figure 5.1 and the isovorticity plots obtained in [15]).


Figure 5.3: Contour plot of $\omega$ in 5.25) on a disk of radius 0.5 around the corner.
On the other hand, a streamline plot of the velocity field (5.23)-(5.24) (where the series of functions in (5.24) was numerically approximated with the sum of the ten first terms) in Figure 5.4 reproduces some of the typical geometrical patterns induced by low-Reynolds-number flows past square cylinders (see [15, Figure 10] or [44, Figure 5]).


Figure 5.4: Streamline plot of $u=\left(u^{1}, u^{2}\right)$ in (5.23)-(5.24) on a disk of radius 0.05 around the corner.
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